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1 Introduction

Had market participants anticipated the increase in disfaurd subprime mortgages
originated in 2005 and 2006, the nature and extent of thentifinancial market dis-
ruptions would be very differentEx ante investors in subprime mortgage-backed
securities would have demanded higher returns and gregpéatcushions. As a re-
sult, borrowers would not have found credit as cheap or asteasbtain as it became
during the subprime credit boom of 2005-2006. Rating agsneiould have had a
similar reaction, rating a much smaller fraction of each deestment gradeEx post
the increase in foreclosures would have been significantbflsr, with fewer attendant
disruptions to the housing market. In addition, investoosild not have suffered such
outsized, and unexpected, losses. To make sense of thdéreghpisis, one needs to
understand why, when accepting significant exposure to rib@itevorthiness of sub-
prime borrowers, so many smart analysts, armed with addadegrees, data on the
past performance of subprime borrowers, and state-o&therodeling technology did
not anticipate that so many of the loans they were buyingeetirectly or indirectly,
would go bad.

Our bottom line is that the problem largely had to do with heopEce expectations.
Had investors known the trajectory of house prices, theyidvbave predicted large in-
creases in delinquency and default and losses on subprimrigamge-backed securities
(MBS) roughly consistent with what we have seen. We showtihigsing two differ-
ent methods to travel back to 2005, when subprime was giiliitlg, and look forward.
The first method is to forecast performance with only datalavi in 2005 and the
second is to look at what market participants wrote at the tifthe latter “narrative”
analysis, which appears in Section 4 below, provides stevidgnce against the claim
that investors lost money by purchasing loans which, becthey were originated by
others, could not be evaluated properly.

We proceed by first addressing the question of whether theslt®mselves were
ex anteunreasonable. Loans made in 2005-2006 were not that diffén@m loans
made earlier, which, in turn had performed well, despiteyiag a variety of serious
risk factors. We show that lenders did make riskier loans, @escribe in detail the
dimensions along which risk increased. In particular, wd fimat borrower leverage

increased and, further, did so in a way that was relativegoe to investors. However,



we find that the change in the mix of mortgages originateddsmdd to explain the
huge increase in defaults. Put simply, the average defatdtan loans originated in
2006 exceeds the default rate on the riskiest category ologginated in 2004.

We then focus on the collapse in house price appreciatioA)Hfat started in the
spring of 2006. Lenders must either have expected that HPA would remain (aigh
at least that house prices would not collapse), or have ¢éxgetibprime defaults to
be insensitive to a big drop in house prices. More formdllwe let f represent fore-
closuresp represent prices, andrepresent time, then we can decompose the growth
in foreclosures over timelf /dt, into a part corresponding to the change in prices over

time and a part reflecting the sensitivity of foreclosuregrioes:

df /dt = df /dp x dp/dLt.

Our goal is to determine whether market participants ursiienatedif /dp, the sensi-
tivity of foreclosures to prices, or whethép/dt, the trajectory of house prices, came
out much worse than they expected.

We begin with data that were availabkx ante,on mortgage performance to de-
termine whether it was possible to estimdfe¢dp on subprime mortgages accurately.
Because severe house price declines are relatively rartharsdibprime market is rel-
atively new, one plausible theory is that the data did notaarsufficient variation to
estimatedf /dp in scenarios in whichip/dt is negative and large. We put ourselves
in the place of analysts in 2005, using data through 2004timate the type of haz-
ard models commonly used in the industry to predict mortghefaults. We use two
datasets. The first is a loan-level dataset from First AnaericoanPerfomance that
is used extensively in the industry to track the performasiceortgages in MBS;
this dataset has sparse information on loans originateaté®é@B99. The second is an
ownership-level dataset from the Warren Group, which teddke fates of homebuy-
ers in Massachusetts from the late 1980s forward. Thesendatanot (so far as we
can tell) widely used by industry but were, at least in theaxailable. The Warren
Group data do contain information on the behavior of homewin an environment
of falling prices.

We find that it was possible, although not easy, to meadfyiép with some degree

1Examples include Gerardi, Shapiro, and Willen (2007), Magence, and Sherlund (2008), Demyanyk
and van Hemert (2007), Doms, Furlong, and Krainer (2007%),2enis and Pennington-Cross (2005).



of accuracy. Essentially, a researcher with perfect fgrdgsabout the trajectory of
prices from 2005 forward would have forecast a large in@é@as$oreclosures starting
in 2007. Perhaps the most interesting result is that, dedpé absence of negative
HPA in 1998-2004, when almost all subprime loans were ocaigid, we could still
determine, albeit not exactly, the behavior of subprimedweers in a falling house
price environment. In effect, the out-of-sample (and dusupport) performance of
default models was sufficiently good to have predicted léogses in a falling house
price environment.

However, while it was possible to estimalg/dp, we also find that the relationship
was less exact when using data loansrather than data oownerships. A given
borrower might refinance his original loan several timesbeflefaulting. All of the
loans bar the final one would have been seen as successfuidsrée An ownership
spans multiple loans and terminates only when the homeoseilsrand moves or is
foreclosed upon and evicted. Thus, while the same foreoswuld appear as a
default in both loan-level and ownership-level data, imediate refinancings between
purchase and foreclosure would not appear as happy endirgs ownership-level
database.

In the last section of the paper, we discuss what analystseofriortgage market
said in 2004, 2005, and 2006 about the loans that eventuatiyngp trouble. Our
conclusion is that investment analysts had a good seng/dp and understood, with
remarkable accuracy, how fallingp/dt would affect the performance of subprime
mortgages and the securities backed by them. As an illisrakample, consider a
2005 analyst report published by a large investment bardnatyzed a representative
deal composed of 2005 vintage loans and argued it would fagedcent cumulative
losses in a “meltdown” scenario in which house prices feleEcpnt over the life of the
deal. Their analysis is prescient: the ABX index (an indext tlepresents a basket of
credit default swaps on high-risk mortgages and home etpatys) currently implies
that such a deal will actually face losses of 18.3 percentitsrdife. The problem was
that the report only assigned a 5 percent probability to tekkdown scenario, whereas
it assigned a 15 percent probability and a 50 percent prbtyatoi scenarios in which
house prices grew 11 percent and 5 percent, respectivaytlo® life of the deal.

We argue that house prices outweigh other changes in drivinfpreclosures.

However, we do not take a position on why prices rose so rapidll so fast, and



why they peaked in mid-2006. Other researchers have exdmihether factors such
as lending standards can affect house priceBroadly speaking, we maintain the
assumption that while, in the aggregate, lending standaaisindeed have affected
house price dynamics (we are agnostic on this point), nwiddal market participant

felt that he could affect prices with his actions. Nor do walgme whether the housing
market was overvalued in 2005 and 2006, and whether a cellzfidsouse prices was
therefore, to some extent, predictable. There was a livebate during that period,
with some arguing that housing was reasonably valued (seenidlberg, Mayer, and

Sinai 2005 and McCarthy and Peach 2004) and others arguang tvas overvalued

(see Gallin 2006, Gallin 2008, and Davis, Lehnert, and M&@08).

Our results in Sections 2 and 3 suggest that some borroweesmere sensitive
than others to a single macro risk factor (here: house pridéss comports well with
the findings of Musto and Souleles (2006), who argue thataasedefault rates are
only half the story; they argue that correlations acrossdvesrs, perhaps driven by
macro factors, are also an important factor in valuing ptidé of consumer loans.

In this paper, we focus almost exclusively on subprime nagés. However, many
of the same arguments might apply to prime mortgages. Luwédd/Donald (2006)
computed the volatility of the underlying assets of the hogiselated government-
sponsored enterprises (GSEs), which concentrate mainlgriome and near-prime
mortgages, using information on the firms’ leverage and #teck prices. They found
that risk was quite high (and, as a result, the value of thdigdihgovernment guarantee
on GSE debt was also quite high).

Many have argued that a major driver of the subprime crisis thva increased use
of securitizatior® In this view, the “originate to distribute” business modéheany
mortgage finance companies separated the underwriter ghtidgrcredit extension de-
cision from exposure to the ultimate credit quality of therbwer and thus created an
incentive to maximize lending volume without concern fofadldt rates. In addition,
information asymmetries, unfamiliarity with the market,ather factors prevented in-
vestors who were buying the credit risk from putting in plaffective controls for these

incentives. While this argument is intuitively persuasiver results are not consistent

2Examples of this include Paviov and Wachter (2006), ColetWahacour-Little, and Vandell (2008),
Wheaton and Lee (2008), Wheaton and Nechayev (2008), andeBarChomsisengphet, Agarwal, and
Ambrose (2008).

3See, for example, Keys, Mukherjee, Seru, and Vig (2008) aidriris (2008).



with such an explanation. One of our key findings is that mbgi®@uncertainty about
losses stemmed from uncertainty about the evolution of diquices and not from
uncertainty about the quality of the underwriting. All tisatid, our models do not per-
fectly predict the defaults that occurred, and these oftedetestimate the number of
defaults. One possible explanation is that there was ansemeéble deterioration of
underwriting standards in 2005 and 200But another possible explanation is that our
model of the highly non-linear relationship between priged foreclosures is wanting.
No existing research successfully separates the two exiidens.

The endogeneity of prices does present a problem for ounastin. One com-
mon theory is that foreclosures drive price falls by inchegshe supply of homes for
sale, in effect introducing a new term into the decompasitibdf /dt, namelydp/df .
However, our estimation techniques are, to a large extebtist to this issue.In fact,
as we show in Section 3, it is possible to estimate the effebbase prices on fore-
closures even in periods when there were very few forecéssand when foreclosed
properties sold quickly.

No discussion of the subprime crisis of 2007 and 2008 is cetaplithout mention
of the interest rate resets built into many subprime mortgdhat virtually guaranteed
large payment increases. Many commentators have atttitiuecrisis to the payment
shock associated with the first reset of subprime 2/28 mgegja However, the evi-
dence from loan-level data shows that resets cannot actamansignificant portion of
the increase in foreclosures. Both Mayer, Pence, and Stie(R008) and Foote, Ger-
ardi, Goette, and Willen (2007) show that the overwhelmirgjarity of defaults on
subprime adjustable-rate mortgages (ARM) occur long lecioe first reset. In other
words, many lenders would have been lucky had borroweredaintil the first reset
to default.

The rest of the paper is organized as follows. In Section Zjeeeiment changes in
underwriting standards on mortgages. In Section 3 we egpltrat researchers could
have learned with the data they had in 2005. We review conteany analyst reports

in Section 4. Section 5 concludes.

4An explanation favored by Demyanyk and van Hemert (2007).

5As discussed in Gerardi, Shapiro, and Willen (2007), mosghefvariation in the key explanatory
variable, homeowner’s equity, is within-town (MSA), withguarter variation, and thus could not be driven
by differences in foreclosures over time or across townsAB)S



2 Underwriting Standards in the Subprime Market

In this section, we begin with a brief background on subpmnegtgages, including the
competing definitions of “subprimé."We then turn to a discussion of changes in the
apparent credit risk of subprime mortgages originated ft®90 to 2007, and we link
these to the actual performance of the underlying loans. Myeeathat the increased
number of subprime loans originated with high loan-to-ealations (LTV) was the
most important observable risk factor that increased dweperiod. Further, we argue
that the increases in leverage were to some extent maskadrivestors in mortgage-
backed securities. Loans originated with less than completumentation of income
or assets, and particularly those originated with both héglerage and incomplete
documentation, exhibited sharper rises in defaults thherdbans. A more formal
decomposition exercise, however, confirms that the riseefaldts can be only partly

explained by observed changes in underwriting standards.

2.1 Background on subprime mortgages

One of the first notable features encountered by reseansioekéng on subprime mort-
gages is the dense thicket of jargon surrounding the fielticpéarly the multiple com-
peting definitions of “subprime.” This hampers attemptsdtineate the importance of
subprime lending.

There are, effectively, four useful ways to categorize anlaa subprime. First,
mortgage servicers themselves recognize that certaiowers require more frequent
contact in order to ensure timely payment; they charge hifges to service these
loans. Second, some lenders specialize in loans to finantialbled borrowers. The
Department of Housing and Urban Development maintainsg aeflsuch lenders. Loans
originated by these so-called “HUD list” lenders are oftaekenn as a proxy for sub-
prime loans. Third, “high cost” loans are defined as loans thary fees and rates
significantly above those charged to typical borrowers.r#fguhe loan may be sold
into an asset-backed security marketed as containing isaépnortgages.

Table 1 provides two measures of the importance of subpemditg in the United
States. The first column shows the percent of loans in theddge Bankers Associ-

ation (MBA) delinquency survey that are classified as “subpr’ Because the MBA

8For a more detailed discussion, see Mayer and Pence (2008).



surveys mortgage servicers, this column represents thiesedefinition of a subprime
loan. As shown, over the past few years, subprime mortgamesdccounted for about
12 to 14 percentage of outstanding mortgages. The secorttliathdolumns show the
percent of loans tracked under the Home Mortgage Disclo&satehat are classified
as “high cost.” As shown, in 2005 and 2006 roughly 25 percéatriginations were
subprime under this definitioh.

These two measures point to an important discrepancy betthestockand the
flowof subprime mortgages (although source data and defingignsccount for some
of the difference). Subprime mortgages were a growing pathe U.S. mortgage
market, so that the flow of new mortgages should naturallgeddheir presence in
the stock of outstanding mortgages. In addition, subprinoetgages, for a variety
of reasons, tend to last for a shorter period of time than @nnortgages, so they
form a larger share of the flow of new mortgages than of thekstdmutstanding
mortgages. Furthermore, until the mid-2000s most subpnitoegages were typically
used to refinance an existing loan and, simultaneouslycte&se the principal balance
(allowing the homeowner to borrow against accumulatedtgfjuather than to finance
the purchase of a home.

In this section we focus on changes in the kinds of loans made the period
1999 to 2007. We use loan-level data on mortgages sold intatprlabel mortgage-
backed securities marketed as subprime. These data arelguidwy First American
LoanPerformance and were widely used in the financial sesviedustry. We further
limit the set of loans to the three most popular productsse¢hoarrying fixed interest
rates to maturity, and so-called “2/28s” and “3/27s.” A 2i28 mortgage in which the
contract rate is fixed at an initial “teaser” rate for two y&after which it adjusts to the
six-month Libor rate plus a predetermined margin (ofteruatb6 percentage points).
A “3/27” is similar® We refer to this database as “the ABS data” for simplicity.

In this section, the outcome variable of interest is whethenortgage defaults
within 12 months of its first payment due date. There are s¢eempeting definitions

of “default”; here, we define a mortgage as having defaultednonth 12 if, as of

"HMDA data are taken from Federal Rese®ulletin articles; see Avery, Canner, and Cook (2005),
Avery, Brevoort, and Canner (2006), Avery, Brevoort, anchi@a (2007), and Avery, Brevoort, and Canner
(2008). Note that the high-cost measure was only introdtieéiote HMDA data in 2004; for operational and
technical reasons, the reported share of high cost loar@0ih 2ay be depressed relative to its share in later
years.

8These three loan categories accounted for more than 98perfdeans in the original data.



its twelfth month of life, it had terminated following a fal@sure notice; if the loan
was listed as real estate owned by the servicer (indicatitngresfer of title from the
borrower); if the loan was still active but foreclosure pgedings had been initiated;
or if the loan was 90 or more days past due. Note that some db#res we count
as defaults might subsequently revert to current statieibbrrower made up missed
payments. In effect, any borrower who manages to make 10edfitst 12 mortgage
payments or who refinances or sells without a formal noticdedéult having been
filed is assumedotto have defaulted.

The default rate is shown in Figure 1. Conceptually, defatés differ from delin-
quency rates in that they track the fate of mortgages origtha a given month by
their twelfth month of life; in effect, the default rate tkecthe proportion of mort-
gages originated at a given point that are “dead” by monthO&linquency rates, by
contrast, track the proportion of all active mortgages #rat“sick” at a given point
in calendar time. Further, because we close our datasetderbiger 2007, we can
track only the fate of mortgages originated through Deceam2006. The continued
steep increase in mortgage distress is not reflected in darrgae, nor is the fate of
mortgages originated in 2007, although we do track the wadimg characteristics of
these mortgages.

Note that this measure of default is designed to allow us topare theex ante
credit risk of various underwriting terms. It is of limitedefulness as a predictor of
defaults because it considers only what happens by thetharainth of life and does
not consider the changing house price, interest rate, amclbeconomic environment
faced by households. Further, this measure does not conk&lehanging incentives
to refinance. The competing risk, duration models we estnmaSection 3 are, for
these reasons, far better suited to determining the cradipeepayment outlook for a

group of mortgages.

2.2 Changes in underwriting standards

During the credit boom, lenders published daily “rate stiewith various combina-
tions of loan risk characteristics and the associateddsteates they would charge to
make such loans. A simple rate sheet, for example, might batexnof credit scores

and loan-to-value ratios; borrowers with lower credit ®soor higher LTVs would be



charged higher interest rates or be forced to pay largerdpdsont. Certain cells of
the matrix such as combinations of low score and high LTV,hhigpt be available at
all.

Unfortunately, we do not have access to information on tledudion of rate sheets
over time, but underwriting standards can change in waysrghble in the ABS data.
Of course, underwriting standards can also change in wagesrehble to the loan orig-
inator but not reflected in the ABS data, or in ways largelyhsayvable by even the
loan originator (for example, an increase in the number afdwers getting home
equity lines of credit (HELOCS) after origination). In thesction, we consider the ev-
idence that more loans witkx ante observable risky characteristics were originated.
Throughout, we use loans from the ABS database describkerear

We consider trends over time in borrower credit scores, ttlmyumentation, lever-
age (as measured by the combined loan-to-value ratio or CafTafigination), and
other factors associated with risk, such as a loan’s purpmseowner occupancy, and
amortization schedules. We find that, from 1999 to 2007 dveer leverage, loans with
incomplete documentation, loans used to purchase homegfased to refinance an
existing loan), and loans with non-traditional amortiaatschedules grew. Borrower
credit scores increased while loans to non-occupant oweerained essentially flat.
Of these, the increase in borrower leverage appears to loaebuted the most to the
increase in defaults, and we find some evidence that levevaggein the ABS data at

least, opaque.

Credit Scores Credit scores, which essentially summarize a borrowestohy of
missing debt payments, are the most obvious definition disme.” The commonly
used scalar credit score is the FICO score originally dgeddy Fair, Isaac & Co.
It is the only score contained in the ABS data, although suigpienders often used
scores and other information from all three credit repgrbareaus.

Under widely accepted industry rules of thumb, borrowerh wilCO scores of
680 or above are not usually considered subprime withouh@naccompanying risk
factor; borrowers with credit scores between 620 and 680beaynsidered subprime,
while those with credit scores below 620 are rarely eligfbleprime loans. Note that
subprime pricing models typically used more informatioartijust a borrower’s credit

score; they also considered the nature of the missed payimanlied a borrower to
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have a low credit score. For example, a pricing system migiga greater weight to
missed mortgage payments than to missed credit card pagment

Figure 2 shows the proportion of newly originated subprigamk falling into each
of these three categories. As shown, loans to borrowers”M@KD scores of 680 and
above grew over the sample period, while loans to traditiprsubprime borrowers

(those with scores below 620) accounted for a smaller sHargginations.

Loan Documentation Borrowers (or their mortgage brokers) submit a file with each
mortgage application documenting the borrower’s inconggiid assets, other debts,
and the value of the property being used as collateral. Mattkation has focused on
the rise of so-called “low doc” or “no doc” loans, which coimied incomplete docu-
mentation of income or assets. (These are the infamouststatome” loans.) The
top left panel of Figure 3 shows the proportion of newly aragfied subprime loans
carrying less than full documentation. As shown, this prtipo rose from around 20
percent in 1999 to a high of more than 35 percent by mid-2006iléVeduced doc
lending was a part of subprime lending, it was by no means #jenity of the business,
nor did it increase dramatically during the credit boom.

As we discuss in greater detail below, until about 2004, sul@ploans were gener-
ally backed by substantial equity in the property. This wegseeially true for subprime
loans with less than complete documentation. Thus, in semses the lender accepted

less complete documentation in exchange for a greaterigeuerest in the underly-

ing property.

Leverage The leverage of a property is, in principle, the total val@@lbliens di-
vided by the mark-to-market value of the property. This iofreferred to as the
property’s combined loan-to-value ratio, or CLTV. Both themerator and denomina-
tor of the CLTV will fluctuate over a borrower’s tenure in theoperty: the borrower
can amortize the original loan, refinance or take on junemdi and the potential sale
price of the house will also, of course, change over time. &l@#, all of these vari-
ables ought to be known at the time of a loan’s originatione Tnder undertakes a
title search to check for the presence of other liens on tbpgrty and hires an ap-
praiser to confirm either the price paid (when the loan is tsgquirchase a home) or

the potential sale price of the property (when the loan isldsaefinance an existing

11



loan).

In practical terms, high leverage was also accompanied hyiadal complications
and opacity. Rather than originate a single loan for therddsamount, originators
often preferred to originate two loans: one for 80 percernhefproperty’s value, and
the other for the remaining desired loan balance. In thetexfendefault, the holder of
the first lien would be paid first from sale proceeds, with tiv@gr lien holder getting
the remaining proceeds (if any). Lenders may have splitdaathis way for the same
reason that asset-backed securities are tranched into arAfefl piece and a below
investment-grade piece. Some investors might specializeddit risk evaluation and
hence prefer the riskier piece, while other investors migéter to forgo credit analysis
and purchase the less risky loan.

The reporting of these junior liens in the ABS data appeab&tspotty. This could
be the case if, for example, the junior lien was originatechlnifferent lender than
the first lien, because the first lien lender might not propezport the second lien,
while the second lien lender might not report the loan atlalhe junior lien was an
open-ended loan, such as a home equity line of credit (HEL.®&ppears not to have
been reported in the ABS data at all, perhaps because thentudraawn was unknown
at origination.

Further, there is no comprehensive national system fokingdiens on any given
property. Thus, homeowners could take out a second liertlgtadter purchasing or
refinancing, raising their CLTV. While such borrowing shiulot affect the original
lender’s recovery, it does increase the probability of adkfand thus the value of the
original loan.

The top right panel of Figure 3 shows the growth in the numlbérans originated
with a high CLTV (defined as CLT¥ 90 percent or the presence of a junior lien);
in addition, the figure shows the proportion of loans oritgiefor which a junior lien
was recorded.As shown, both measures of leverage rose sharply over the@eade.
High CLTV lending accounts for roughly 10 percent of originas in 2000, rising to
over 50 percent by 2006. The incidence of junior liens als@ro

The presence of a junior lien has a powerful effect on the Cbfthe first lien.

As shown in Table 2, loans without a second lien reported a\Cafr 79.9 percent,

9The figures shown here and elsewhere are based on first lignssdrere there is an associated junior
lien that information is used in computing CLTV and for othmmrposes, but the junior loan itself is not
counted.
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while those with a second lien reported a CLTV of 98.8 percktureover, loans with
reported CLTVs of 90 percent or above were much likelier teehassociated junior
liens, suggesting that lenders were leery of originatimglsi mortgages with LTVs
greater than 90 percent.

Later, we will discuss the evidence that there was even neverdge than reported

in the ABS data.

Other Risk Factors A variety of other loan and borrower characteristics mayehav
contributed to increased risk. The bottom left panel of Fégdi shows the fraction of
loans originated with a non-traditional amortization siile, to non-occupant owners,
and to borrowers who used the loan to purchase a propertyp(ased to refinancing
an existing loan).

A standard, or “traditional,” U.S. mortgage self-amorsiz¢hat is, a portion of
each month’s payment is used to reduce the principal owedh@motn. As shown
in the bottom left panel of Figure 3, non-traditional anmmation schedules became
increasingly popular among subprime loans. These werelynians that lowered
payments by not requiring sufficient principal paymentdéast in the early years of
the loan) to amortize over the 30-year term of the loan. Thosie loans had interest-
only periods, while others were amortized over 40 years) athalloon payment due at
the end of the 30-year term. The effect of these terms wasgiotlyl lower payments,
especially in the early years of the loan.

Subprime loans had traditionally been used to refinanceiatirexloan. As shown
in the bottom left panel of Figure 3, loans used to purchasedsmalso increased over
the period, although not dramatically. Loans to non-ocatjpavners, for example,
loans backed by a property held for investment purposes,adlrelse equal, riskier
than loans to owner occupiers because the borrower canltiafelinot face eviction
from his primary residence. As shown, such loans never axteddor a large fraction

of subprime originations, nor did they grow over the period.

Risk Layering As we discuss below, leverage is a key risk factor for subgtimort-
gages. An interesting question is the extent to which higbkriege loans were com-
bined with other risk factors; this practice was sometimaswn asrisk layering. As

shown in the bottom right panel of Figure 3, risk layeringmver the sample period.
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In particular, loans with incomplete documentatardhigh leverage had an especially
notable rise, increasing from essentially zero in 2001 twoat 20 percent of subprime
originations by the end of 2006. Highly leveraged loans tadwers purchasing homes

also increased over the period.

2.3 Effect on default rates

We now turn to considering the performance of the variousfastors that we outlined
earlier. We start with simple univariate descriptions loefturning to a more formal
decomposition exercise. Here, we continue to focus on 18tmdefault rates as our
outcome of interest. In the next section we present resulta flynamic models that

consider the ability of borrowers to refinance as well aswléefa

Documentation Level The upper left panel of Figure 4 shows the default rates over
time for loans with complete and incomplete documentatfs shown, the two loan
types performed roughly in line with one another until therent cycle, when default
rates on loans with incomplete documentation rose far mapilly than default rates

on loans with complete documentation.

Leverage The top right panel of Figure 4 shows default rates on loarik high
CLTVs (defined, again, as a CLTY 90 or having a junior lien present at origination).
Again, loans with high leverage performed approximateljria with other loans until
the most recent episode.

As we highlighted in the earlier discussion, leverage ismfipaque. To dig deeper
into the correlation between leverage at origination arltbequent performance, we
estimated a pair of simple regressions relating CLTV atioaitjon to default probabil-
ities and the initial contract interest rate charged to tedwer. The results are shown
in Table 3. For all loans in the sample, we estimated a probdehof default and an
OLS model of the initial contract rate. The list of explangteariables contained var-
ious measures of leverage, including an indicator varitdslbaving a reported CLTV
in the dataset oéxactly80 percent, as well as a few other controls. We estimated two
versions of the simple model: model 1 simply contains the \Zldifeasures and the
initial contract rate itself; model 2 adds state and orijoradate fixed effects. These

results are designed purely to highlight the correlatiooagwvariables of interest and

14



not as fully fledged risk models. Model 1 can be thought of asstmple multivariate

correlation across the entire sample, while model 2 congpa@ns originated in the
same state at the same time. The results are shown in Figui#'tten plotting the

expected default probability from model 2, we assume thatdan was originated in
California, in June 2005.)

As shown, default probabilities generally increase wittr@asing leverage. Note,
however, that loans with reported CLTVs@factly80 percent, which account for 15.7
percent of subprime loans, have substantially higher diefmababilities than loans
with CLTVs of, for example, 79.9 percent or 80.01 percendelad, under model 2,
whichincludes time and state fixed effects, such loans aomgrthe riskiest originated.
As shown by the bottom panel of Figure 6, there is no compamgatcrease in the
initial contract rate charged to the borrower, althoughldreler may have charged
points and fees upfront (not measured in this dataset) tgpeosate for the increased
risk.

This evidence suggests that borrowers with apparentipredde CLTVS were, in
fact, using junior liens to increase their leverage in a watyaasily visible to investors,

nor apparently compensated by higher mortgage interesdt.rat

Other Risk Factors The bottom three panels of Figure 4 show the default rates ass
ciated with the three other risk factors we described eadi@ner non-occupancy, loan
purpose, and non-traditional amortization schedules.hag/a, loans to non-occupant
owners were not (in this sample) markedly riskier than ldanswvner occupiers. The
12-month default rates on loans originated from 1999 to 2fi@4ot vary much be-
tween those originated for home purchase (as opposed tameéi, and those carrying
a non-traditional amortization schedule. However, amoag$ originated in 2005 and
2006, purchase loans and those with non-traditional araditin schedules defaulted

at much higher rates.

Risk Layering Figure 5 shows the default rates on loans carrying the nhltipk
factors we discussed earlier. As shown in the top panelslaéth high CLTVsandlow
FICO scores have always defaulted at higher rates than lmhwes. Loans with high
CLTVs used to purchase homes also had a worse track recatdsaantheir default

rates climb sharply over the last two years of the samplen&edth high CLTVs and
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incomplete documentation (panel ¢), however, showed thgsist increase in defaults
relative to other loans. This suggests that within the gafupgh leverage loans, those

with incomplete documentation were particularly proneedadlt.

2.4 Decomposing the increase in defaults

As shown in Figure 1, the default rates on subprime loansraigd in 2005 and 2006
were much higher than the rates on those originated earlteeisample. The previous
discussion suggests that this increase is not related tnadide underwriting factors.
For example, high CLTV loans originated in 2002 defaultedtaiut the same rate as
other loans originated that same year. However, high CLTah$ooriginated in 2006
defaulted at much higher rates than other loans.

Decomposing the increase in defaults into a portion due g¢ontix of types of
loans originated and a portion due to house prices requatesah how all loan types
behave under a wide range of house price scenarios. If laégiaated in 2006 were
truly novel, then there would be no unique decompositionvbeh house prices and
underwriting standards. We have shown that at least someeofigkiest loan types
were already being originated (albeit in low numbers) by200

To more formally test this idea, we divide the sample into twoups: an “early”

group of loans originated in the years 1999 to 2004, and a™gtoup of loans origi-
nated in 2005 and 2006. We estimate default models sepacai¢he early group and
the late group and also track changes in risk factors oveetgeoups. We measure the
changes in risk factors between the two groups, and the elsanghe coefficients of
the risk model. We find that increases in high-leverage lamdind risk layering can
account for some, but by no means all, of the increase in dsfau

Table 4 provides variable means across the two groups. Agrsleomuch higher
fraction of loans originated in the late group defaulted28percent as opposed to
4.60 percent. The differences between the two groups orr oglefactors are in
line with the discussion earlier: FICO scores, CLTVs, theidence of 2/28s, low
documentation, non-traditional, and purchase loans masa the early group to the
late group.

Table 5 gives the results of a loan-level probit model estmhasing data from the

early group and the late group. The table shows marginattsfé:nd standard errors;
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the model also includes a set of state fixed effects (not showhe differences in
estimated marginal effects when using data from the eadymes opposed to the late
group are striking. Defaults are more sensitive in the ladeig to a variety of other risk
factors, such as leverage, credit score, loan purpose, @mdraditional amortization
schedules.

The slopes in Table 5 correspond roughly to the returns inirrdBi-Oaxaca de-
composition, while the sample means correspond to therdiffees in endowments
between the two groups. However, because the underlyingeimsdhonlinear, we
cannot perform the familiar Blinder-Oaxaca decomposition

As a first step, Table 6 provides the predicted default ratbénate group using
the model estimated against data from the early group, dsagether combinations.
As shown, the early group model does not predict a signifidaatin defaults based
on the observable characteristics of the late group.

These results are consistent with the view that a factorrdtien underwriting
changes was primarily responsible for the increase in rageglefaults. However,
because these results mix up changes in the distributidslofactors between the two
groups as well as changes in the riskiness of certain cleaistits, it can be useful to
consider the increase in riskiness of a typical loan afteying a few characteristics in
turn. Again, because of the non-linearity of the underlyimggdel, we have to consider
just one set of observable characteristics and vary eachateaistic in turn.

To this end, we consider a typical 2/28 originated in Califarwith observable
characteristics set to their early-period sample meansch&age each risk character-
istic in turn to its late-period sample mean, or a value satggkby the experience in
the late period.

The results are shown in Table 7. As shown, even with the vaansibination of
underwriting characteristics, the predicted default imtbout half of the actual default
rate experienced by this group of loans. The greatest isessa default probability are
associated with higher-leverage scenarios. (Note thatdsimg the CLTV to exactly

80 percent increases the default probability, for reasandigcussed earlier.)
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3 What Could be Learned from the Data in 2005?

In this section, we focus on whether market participantdccoeasonably have esti-
mated the sensitivity of foreclosures to house price dee®aWe estimate standard
competing risk, duration models using data on the perfoomaf loans originated
through the end of 2004; presumably this is the informatienavailable to lenders
as they were making decisions about loans originated in 20@52006. We produce
out-of-sample forecasts of foreclosures, assuming thaédpuce outcomes that the
economy has actually experienced. In Section 4 below, weeaddhe question of
what house price expectations investors had, but here wenasmarket participants
had perfect foresight about future HPA.

In conducting our forecasts, we use two primary data sourgE@st, we use the
ABS data discussed in Section 2 above. These data are ndtiss@ope, and have
been widely used by mortgage analysts to model both prepatyame default behavior
in the subprime mortgage market, so it is not unreasonabieséothese data as an
approximation of market participants’ information set. eT$econd source of data is
publicly available, individual-level data on both housengd mortgage transactions in
the state of Massachusetts, and these data come from clewetyregistry of deeds
offices. While these data are not national in scope and doawet the level of detail in
terms of mortgage and borrower characteristics that the d&8 have, their historical
coverage is far superior. Specifically, the deed-regisata @xtend back to the early
1990s, a period in which the Northeast experienced a signifibousing downturn.
In contrast, the ABS data have very sparse coverage bef@@ 28 the non-agency,
subprime MBS market did not become relevant until the turthefcentury. Hence, for
the vast majority of the coverage of the ABS data, the econaas/in the midst of a
significant housing boom. In the next section we discuss thengial implications of

this data limitation for predicting mortgage defaults aocetlosures.

3.1 Relationship between housing equity and foreclosure

Economic theory tells us that the relationship betweentgaguid foreclosure is highly
nonlinear. For a homeowner with positive equity in his honteweeds to terminate
his mortgage a strategy of either refinancing the mortgagelting the house domi-

nates a strategy of defaulting and allowing foreclosurecttua However, for an “un-
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derwater” homeowner, that is, one with negative equity,dbtmal decision from an
economic perspective is sometimes to default and faceltme®® Thus, the theoret-
ical relationship between equity and foreclosure is nadin Rather, the sensitivity of
default to equity should be approximately zero for positiakies of equity but negative
for negative values of equity. These observations imply tihe relationship between
housing prices and foreclosure is very sensitive to theihgusycle. In a house price
boom, even borrowers in extreme financial distress have aqgpealing options than
foreclosure, as house price gains result in positive egtibyvever, with house prices
falling, highly leveraged borrowers will often find themaes in a position of negative
equity, which implies fewer options.

As a result, estimating the relationship between housiigeprand foreclosures
requires, in principle, data that span a house price buseds®a boom. Furthermore,
analysts using loan level data must account for the faciethert as foreclosuresein
a house price bust, prepayments will alabb.

Given that the ABS data did not contain a house price busutiirdhe end of
2004, and that, as loan level data, they could not track tperence of an individual
borrower across many loans, we expect (and find) that modetsaed using the ABS
data only through 2004 have a harder time predicting foseoks in 2007 and 2008

than models that include a house price bust and can trackrehips.

3.2 Forecasts Using the ABS Data

As described in Section 2, the ABS data are loan-level datgtiick mortgages held in
securitized pools marketed as alt-A or subprime. We resitic attention to first-lien,
30-year subprime mortgages originated from 2000 to 2007.

A key difference between the model we estimate in this seetial the decomposi-
tion exercise from Section 2 is the definitiond#faultandprepaymentThe data track
the performance of these mortgages over time. Delinquetatyss(current, 30 days
late, 60 days late, 90 days or more late, or in foreclosureprisrded monthly for active
loans. The data also differentiate between types of moettgrgnination: foreclosure
or prepayment (without a notice of foreclosure). Here, winéelefaultas a mortgage

that terminates after a notice of foreclosure was servetlpegpaymenas a mortgage

10see Foote, Gerardi, and Willen (2008) for a more detailecugision of this topic.
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that terminates without such a notice (presumably throefjhancing or home sale).
Thus, loans can cycle through various delinquency stagésaen have a notice of
default served, but whether they are classified as happyesdihat is, prepayments)
or unhappy endings (that is, defaults) will depend on theius at termination.

To model default and prepayment behavior, we augment the deB&with MSA-
level house price data from S&P/Case-Shiller, where abk|aand state-level house
price data from the Office of Federal Housing Enterprise €gét (OFHEO) other-
wise. These data are used to construct mark-to-market Chfigsrand measures of
house price volatility. Further, we augment the data witltestevel unemployment
rates, monthly oil prices, and various interest rates tduremther pressures on house-
hold balance sheets. Finally, we include zip code level dataverage household in-
come, share of minority households, share of householdsaniigh school education

or less, and the child share of the population, all from th®. &Census.

3.2.1 Empirical model

We now use the ABS data to estimate what an analyst with pefdeesight about
house prices, interest rates, oil prices and so on would pidicted for prepayment
and foreclosures in 2005-2007, given information on mayggaerformance available
at the end of 2004. We estimate a competing hazards modeirw/2000—-2004 period
and simulate mortgage defaults and prepayments over th&-2007 period. The
baseline hazard functions for prepayment and default anenaed to follow the PSA
guidelines, which is fairly standard in the mortgage indust

The factors that can affect prepayment and default includegage and borrower
characteristics at loan origination, such as CLTV and payr@income ratios, con-
tractual mortgage rate, state-level unemployment ratprioes, the fully indexed con-
tract rate (6-month LIBOR plus loan margin for adjustatdéermortgages), the bor-
rower’s credit score, loan documentation, and occuparatyst We also include vari-
ables indicating whether the loan has any prepayment pesdliterest-only features,
piggyback mortgages, refinance or purchase, and the typ@pégy. Further, we in-
clude indicator variables to identify loans characterizgthoth high leverage and poor
documentation, loans with credit scores below 600, and tamdation term between

occupancy status and cumulative HPA over the life of the gamé. A non-occupant

11For the specific forms of the PSA guidelines, see Sherlun@gR0
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owner ought to be, all else being equal, more willing to ditfatien it is in his narrow
financial interest to do so, because he would not lose hisgpyimesidence.

Similarly, we include dynamically updated mortgage and®oer characteristics
that vary month-to-montafter loan origination. Most importantly, we include an esti-
mate of the mark-to-market CLTV, changes in house pricdgpriiharily affect default
and prepayment rates through this variable. In additionineteide the current mort-
gage contract rate, house price volatility, state-levedmployment rates, oil prices,
and the fully indexed mortgage rate (that is, the index gigsnargin on ARMS).

Because of the focus on payment changes, we include thremiodvariables to
capture the effects of rate resets. The first is set to unitlydérthree months around the
first mortgage rate reset (one month before, the month oftfamdionth after reset).
The second captures whether the loan has passed its firgagentate reset date. The
third is an indicator variable for changes in monthly mogg@ayments of more than
5 percent from the original monthly mortgage payment to wapany potential large
payment shocks.

Variable names and definitions for models using the ABS datatsown in Table 8,

and summary statistics are shown in Table 9.

3.2.2 Estimation strategy and results

We estimate a competing-risks, proportional hazard maatesik subsamples of our
data. First, the data are broken down by subprime produet tigbrid 2/28s, hybrid
3/27s, and fixed-rate mortgages. Second, for each prodoet éstimation is carried
out separately for purchase mortgages versus refinancgages.

Estimation results for the default hazard functions areaiaed in Table 162 The
results are similar to those reported in Sherlund (2008)ores would expect, house
prices (acting through the mark-to-market CLTV term) ar&eaxely important. In
addition, non-occupant owners are, all else equal, moedylifo default. The payment
shock and reset window variables have relatively smallcesfepossibly because so
many subprime borrowers defaulted in 2006 and 2007, ahetitbivfresets. Aggre-
gate variables such as oil prices and unemployment ratesistoyp defaults, but by

relatively small amounts, once we control for loan-leved@etvables.

12For brevity, we do not display the parameter estimates fptiepayment hazard functions. They are
available upon request from the authors.
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3.2.3 Simulation results

With the estimated parameters in hand, we turn to the quesfibow well the model
performs over the 2005—-2007 period. In this exercise, wadan the 2004 and 2005
vintages of subprime mortgages contained in the ABS dataconstruct the fore-
casts, we use the estimated model parameters to calcutateted foreclosure (and
prepayment) probabilities for each mortgage, in each mduating 2005-2007. These
simulations assume perfect foresight, in that the assuratitsfor house prices, un-
employmentrates, oil prices, and interest rates follovséibat actually occurred. The
average default propensity each month is used to determmamaumber of defaults
each month, with the highest propensities defaulting faishi{arly for prepayments).
We then take the cumulative incidence of simulated defauitscompare them with
the actual incidence of defaults via cumulative defaulttions (that is, the percent of
original loans that default by loan age

The two vintages differ on many dimensions: underwritingnsards, the geo-
graphic mix of loans originated, oil price shocks experashby the loans and so on.
However, the key difference between the two is the fractibadiive loans in each
vintage that experienced the house price bust that stantsdme regions, as early as
2006. Loans from both vintages were tied to properties wipoees declined; how-
ever, loans from the later vintage were much more exposedveAshow, cumulative
defaults on the 2004 vintage were reasonable, while tho#feea2005 vintage skyrock-
eted. Thus the comparison of the 2004 and 2005 vintagesde®w tough test of a
model’s ability to predict defaults. Any results we find hexauld be larger when com-
paring vintages farther apart; for example, the 2003 vimtgperienced much greater
and more sustained house price gains than did the 2006 eintag

The results of this vintage simulation exercise are disgldy Figure 7. As shown,
the model overpredicts defaults among the 2004 vintage adérpredicts defaults
among the 2005 vintage. Comparing the 2005 simulation vi¢h2004 simulation,
the model would have predicted that, after 36 months, 9.8qmtf the 2005 vintage
would have defaulted, compared with 7.9 percent of the 20tdge, an increase of 18
percent. While this is fairly significant, it is dwarfed byethctualincrease in defaults
between vintages, both because the 2005 vintage perforeubsly, and because the

2004 vintage performed better than expected.
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The cash flows from a pool of mortgages are greatly affectegrbpayments.
Loans that prepay (because the underlying borrower eitifaranced or moved) de-
liver all unpaid principal to the lender, as well as, in sorasas, prepayment penalties.
Further, loans that prepay are not at risk of future defaulis shown in the bottom
panel of Figure 7, prepayment rates for the two vintagesdfelimatically from 2004
to 2005. The model predicted that 68 percent of loans origahan 2004 would have
prepaid by month 36, while only 57 percent of loans origiddte2005 would have
prepaid, a 16 percent drop.

Thus, the simulations predict an 18 percent increase in tativel defaults and a
16 percent drop in cumulative prepayments for the 2005 gatd loans relative to the
2004 vintage. These swings would have had a large impacteocatsh flows from the
pool of loans.

As a further explanation of the effect of house prices on the@hestimated here,
we compute the conditional default and prepayment ratethéogeneric hybrid 2/28
mortgage we described in Table 7. By focusing on a particutatgage type, we elim-
inate the potentially confounding effects of changes inntfie of loans originated, oil
prices, interest rates, and so on between the two vintagkeisalate the pure effect of
house prices. We let house prices, oil prices, unemployna¢es, and so on proceed
as they did in 2004 to 2006. We then keep everything else aohdiut replacdouse
priceswith their 2006 to 2008 trajectories. The resulting comfitil default and pre-
payment rates are shown in Figure 8. As shown, for this typeafgage at least, there
is extreme sensitivity to house price changes. The gap leettte default probabilities
increases over time because house prices operate throaighaitik-to-market CLTV,
and this particular loan started with a CLTV at originatidrjust over 80 percent. The
gyrations in default and prepayment probabilities aroundtim 24 are associated with

the loan’s first mortgage rate reset.

3.3 Forecasts using the registry of deeds data

In this section, we use data from the Warren Group, whictectdlmortgage and hous-
ing transaction data from Massachusetts registry of deffides to analyze the fore-
closure crisis in Massachusetts and to determine whettresemrcher armed with this

data at the end of 2004 could have successfully predictedhtiid rise in foreclosures
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that subsequently transpired. We focus on the state of Mhssatts in this section
mostly because of data availability. The Warren Group aulyeollects deed-registry
data for many of the northeastern states, but their histbcmverage of foreclosures is
limited to Massachusetts. However, the underlying mieneel housing and mortgage
historical data are publicly available in many U.S. stateg] a motivated researcher
certainly could have obtained the data had he or she beeneddio do so before the
housing crisis occurred. Indeed, several vendors selldatzhin an easy-to-use format
for many states, albeit at significant cost.

The deed-registry data include every residential sale ,deetiiding foreclosure
deeds, as well as every mortgage originated in the state s¢athusetts from January
1990 through December 2007. The data contain transacti@ums and dates for
mortgages and property sales, but do not contain informatio mortgage terms or
borrower characteristics. The data do contain informagibaut the identity of the
mortgage lender, which we use in our analysis to construtitators for mortgages
that were originated by subprime lenders.

With these data we are able to construct a panel dataset aédweners, in which
we follow each homeowner from the date when the owner puathtiee home to the
date when the owner sold the home, experienced a foreclasureached the end of
our sample. We use the term “ownership experience” to refeiiitervall® Since the
data contain all residential sale transactions, we areadioto construct a collection
of town-level, quarterly, weighted, repeat-sales indensmg the methodology of Case
and Shiller (1987}#

We use a slightly different definition of foreclosure in theed-registry data than
in the loan-level analysis above. We use a foreclosure deleigh signifies the very
end of the foreclosure process, when the property is solddaioa to a private bidder
or to the mortgage lender. This definition is not possiblehi@ lban-level analysis,
in part because of a large degree of heterogeneity acraes staforeclosure laws,
which results in significant heterogeneity in the time spatwieen the beginning of

the foreclosure process and its end.

13see Gerardi, Shapiro, and Willen (2007) for more detailanmgigg the construction of the dataset.

14There are many Massachusetts towns that are too small téeemsbo construct precise house price
indexes. To deal with this issue, we group the smaller towgsther, based on both geographic and de-
mographic criteria. Altogether, we are able to estimaté gwer 100 indexes for the state’s 350 cities and
towns.
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3.3.1 Comparison with the ABS Data

The deed-registry data differ significantly from the ABSalathe ABS data track indi-
vidual mortgages over time, while the deed-registry datekthomeowners in the same
residence over time. Thus, with the registry of deeds datarasearcher can follow
the same homeowner across different mortgages in the saidemee and determine
the eventual outcome of the ownership experience. With B8 Adata, in contrast, if
the mortgage terminated in a manner other than foreclosuod, as a refinance or sale
of the property, the borrower drops out of the dataset andubteme of the ownership
experience is unknown. Gerardi, Shapiro, and Willen (2@03)e that analyzing own-
ership experiences rather than individual mortgages hisicadvantages, depending
on the ultimate question being addressed.

Another major difference between the deed-registry datb/ABS data is the pe-
riod of coverage. The deed-registry data encompass théruusst of the early 1990s
in the Northeast, when there was a severe decrease in ndmoinsé prices as well as
a significant foreclosure crisis. Figure 9 displays the @et#oh of house price appre-
ciation and the foreclosure rate in Massachusetts. Faeaodeeds began to rise
rapidly beginning in 1991 and peaked in 1992, with approxatye9,300 foreclosures
statewide. The foreclosure rate remained high through tide1®90s, until nominal
HPA became positive in the late 1990s. The housing boom ireény 2000s is ev-
ident, with double-digit annual house price appreciatiod axtremely low levels of
foreclosure. We see evidence of the current foreclosusiscaat the very end of our
sample, as foreclosure deeds began rising in 2006 and by#2&@7approaching the
levels witnessed in the early 1990s.

The final major difference between the two data sources istiverage of the
subprime mortgage market. Since the ABS data encompass pbéalon-agency,
mortgage-backed securities, a subprime mortgage is sidgiyed as a loan contained
in a pool of mortgages labeled “subprime.” In the deed-tegiata, there is no infor-
mation pertaining to whether the mortgage is securitizedaty and thus, we cannot
use the same subprime definition. Instead, we use the igentie lender in conjunc-
tion with a list of lenders who originate mainly subprime tgages; this is constructed

by the Department of Housing and Urban Development (HUD)roarmual basis. The
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two definitions are largely consistent with each otlteable 13 displays the top 10
Massachusetts subprime lenders for each year going ba®fh The composition of
the list does change a little from year-to-year, but for trestpart, the same lenders
consistently occupy a spot on the list. Itis evident fromttdae that subprime lending
in Massachusetts peaked in 2005 and fell sharply in 2007 .iMdreasing importance
of the subprime purchase mortgage market is also very dlear Table 13. During
the period from 1999 to 2001 the subprime mortgage markedistaa mostly of mort-
gage refinances. In 1999 and 2000, home purchases with subprortgages made up
only 25 percent of the Massachusetts subprime market, algd30rpercent in 2001.
By 2004, however, purchases made up almost 78 percent oftiipgime mortgage
market, and in 2006 they made up 96 percent of the market.iJ hirtainly evidence
supporting the idea that over time the subprime mortgag&ehapened up the oppor-

tunity of homeownership to many households, at least intiite ®f Massachusetts.

3.3.2 Empirical model

The empirical model we implement is drawn from Gerardi, Stegand Willen (2007)
and is similar to previous models of mortgage terminationluding Deng, Quigley,
and Order (2000), Deng and Gabriel (2006), and Penningtosstand Ho (2006). It
is a duration model similar to the one used in the above aisatyshe ABS data, with
a few important differences. As in the loan-level analygis,use a competing risks,
proportional hazard specification, which assumes thaetaer baseline hazards com-
mon to all ownership experiences. However, because we aranalyzing ownership
experiences rather than individual loans, the competisigsrcorrespond to the two
possible terminations of an ownership experience, sald@edlosure, as opposed to
the two possible terminations of a mortgage, prepaymentaedlosure. As discussed
above, the major difference between the two specificationses in the treatment of
refinances. In the loan-level analysis, when a borroweragfias, he drops out of the
dataset, as the mortgage is terminated. However, in thersWipeexperience analysis,
when a borrower refinances, he remains in the data. Thusreierwho defaults on a
refinanced mortgage will show up as a foreclosure in the degidiry dataset, whereas

his first mortgage will show up in the ABS data as a prepaynaart his second mort-

15See Gerardi, Shapiro, and Willen (2007) for a more detaitedparison of different subprime mortgage
definitions. Mayer and Pence (2008) also conduct a compraagsubprime definitions, and reach similar
conclusions.
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gage may or may not show up in the data (depending on whethanthitgage was
sold into a private-label MBS), but either way, the two maggs will not be linked

together. Thus, perforce, for the same number of eventuetlosures, the ABS data
will show a lower apparent foreclosure rate.

Unlike mortgage terminations, ownership terminationgk lacyenerally accepted
standard baseline hazard. Therefore, we specify both teelisure and sale baseline
hazards in a non-parametric manner, including a dichot@waviable for each year
after the purchase of the home. In effect, we model the besatzards with a set of
age dummied®

The list of explanatory variables is different than in theridevel analysis. We have
detailed information regarding the CLTV at the time of puasé for each homeowner
in the data, and we include this information as a right-hside- variable. We also
combine the initial CLTV with cumulative HPA since purchasethe town where the
house is located, to construct a measure of household ediyity

(1+CHPA) = CLTV

Eit = ) CLT‘/;O ) (1)

whereC LTV;, corresponds to househald initial CLTV, Vj, is the purchase price of
the home, andjﬁPA corresponds to the cumulative amount of HPA experienced in
town j from the date of house purchase through timé Based on our above discus-
sion of the theory of default, the effect of an increase initgcghould be significantly
different on a borrower in a position of negative equity tlmama borrower who has
positive equity in his or her home. For this reason, we assarapecification that
allows for the effect of equity on default to change depegdin the equity level of
the borrower. To do this, we specify equity as a linear sphvith six intervals: (o,
-10%), [-10%, 0%), [0%, 10%), [10%, 25%), and [25%).18

Since detailed mortgage and borrower characteristics@ravailable in the deed-
registry data, we use zip code level demographic informédtimm the 2000 U.S. Cen-

sus, including median household income and the percenfagmority households in

16Gerardi, Shapiro, and Willen (2007) and Foote, Gerardi, \filten (2008) use a third-order polyno-
mial in the age of the ownership. The non-parametric spetific has the advantage of not being affected
by the non-linearities in the tails of the polynomials fod ownerships, but the results for both specifications
are very similar.

1This equity measure is somewhat crude as it does not takeagmtount amortization, cash-out refi-
nances, or home improvements. See Foote, Gerardi, anch@@98) for a more detailed discussion of the
implication of these omissions on the estimates of the model

185ee Foote, Gerardi, and Willen (2008) for a more detailedudision of the selection of the intervals.
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the zip code, and town-level, unemployment rates from thee®w of Labor Statistics
(BLS). We also include the 6-month LIBOR rate in the list opnatory variables
to capture the the effects of nominal interests rates onasaleforeclosuré? Finally,
we include an indicator of whether the homeowner obtaineahfimg from a lender
on the HUD subprime lender list at the time of purchase. Thisable is included
as a proxy for the different mortgage and borrower charesties that distinguish the
subprime mortgage market from the prime mortgage marketitportant to empha-
size that we do not assign a causal interpretation to thiahiar Rather we interpret
the estimated coefficient as a correlation that simply tedlshe relative frequency of
foreclosure for subprime purchase borrowers comparedthétielative frequency for
borrowers who use a prime mortgage.

Table 11 displays summary statistics for the number of newddehusetts owner-
ship experiences initiated and the number of sales andlém@es, broken down by
vintage. The two housing cycles are clearly evident in thidd. Almost 5 percent
of the ownerships initiated in 1990 eventually experieneddreclosure, while fewer
than 1 percent of the vintages between 1996 and 2002 expedenforeclosure. Even
though there is a severe right-censoring problem for th&s2@@tage of ownerships,
as of December 2007 more than 2 percent had already succumfmdclosure. The
housing boom of the early 2000s can also be seen in the owpetsttistics, as be-
tween 80 and 100 thousand ownerships were initiated eaahbgtaeen 1998 and
2005, almost double the number that were initiated each ipetlie early 1990s and
2007.

Table 12 contains summary statistics for the explanatomabtes included in the
model, also broken down by vintage. It is clear from the lt@awvalue statistics that
homeowners became more leveraged on average over the peoiadsample. Median
initial CLTVs increased from 80 percent in 1990 to 90 peraar2007. Even more
striking, the percentage of CLTVs that are greater than aakgp 90 percent almost
doubled from approximately 22.5 percent in 1990 to 41.6 gr@trin 2007. The table
shows both direct and indirect evidence of the increaseaitapce of the subprime
purchase mortgage market. The last column of the tableajisghe percentage of

borrowers who financed a home purchase with a subprime ng@igavlassachusetts.

19We use the 6-month LIBOR rate since the vast majority of sntgiARMs are indexed to this rate.
However, using other nominal rates such as the 10-yeawnesaaste does not significantly affect the results.
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Fewer than 4 percent of new ownerships used the subprimestitargurchase a home
before 2003. In 2003, the percentage increased to almostin2005, at the peak of
the subprime market, it reached almost 15. The increasedriamce of the subprime
purchase market is also apparent from the zip code levehiecand demographic
variables. The percentage of ownerships coming from zigsadth large minority

populations (according to the 2000 Census) increased ower tFurthermore, the

number of ownerships coming from lower-income zip codesdased over time.

3.3.3 Estimation Strategy

We use the deed-registry data to estimate the proporti@zalrds model for three sep-
arate sample periods. We then use the estimates from eagthesemnform predicted
foreclosure probabilities for the 2004 and 2005 vintagesutifprime and prime bor-
rowers and compare the predicted probabilities to the hftveclosure outcomes of
the respective vintages. The first sample we use is the egae of the data, Jan-
uary 1990 to December 2007. This basically corresponds ilo-aample, goodness of
fit exercise, as some of the data being used would not havedwa@able to a fore-
caster in real time when the 2004 and 2005 vintage ownerstéps initiated. This
period covers two housing downturns in the Northeast, and tivo periods when
many households found themselves in positions of negatjuiye where the nominal
mortgage balance was larger than the market value of the .hBroe the peak of the
market in 1988 to the trough in 1992, nominal housing priedkskfy more than 20
percent statewide, implying that even some of the borrowérsput 20 percent down
at the time of purchase found themselves in a position ofthegaquity at some point
in the early 1990s. In comparison, nominal Massachusettsihg prices fell by more
than 10 percent from their peak in 2005 through December.2007

The second sample includes homeowners who purchased hetweseln January
1990 and December 2004. This is an out-of-sample exercisejeaare only using
data that were available to a researcher in 2004 to estitateodel. Thus, with this
exercise, we are asking the question of whether a mortgagkeleroin 2004 could
have predicted the current foreclosure crisis using onig deailable at that time. This
sample does include the housing downturn of the early 198 thus a significant

number of negative equity observatiociiddowever, it includes a relatively small num-

205ee Foote, Gerardi, and Willen (2008) for a more detailedyaiseof Massachusetts homeowners with
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ber of subprime ownerships. It is clear from Table 13 thatpgbak of the subprime
purchase mortgage market occurred in 2004 and 2005. Howtkeemajority of the
subprime purchase observations in the 1990-2004 sample ftom the 2000 to 2002
vintages, which, combined, were approximately 50 percetiten2005 vintage. Thus,
while this sample period does include a significant housiigpplecline, it does not in-
clude the peak of the subprime market. Furthermore, Se2timovided evidence that
the underlying mortgage and borrower characteristics®ftibprime market evolved
over time. Thus, the subprime purchase mortgages in the-P@®@a sample are likely
different from those originated after 2004, and this coudgiéha significant effect on
the fit of the model.

The final sample covers ownership experiences initiateddst January 2000 and
December 2004, and corresponds to the sample period uske ioan-level analysis
above. This was a time of extremely rapid house price apgtieni as can clearly be
seen in Figure 9. House prices increased at an annual ratereftiman 10 percent in
Massachusetts during this period. Thus, the major difiezdretween this sample and

the 1990-2004 sample is the absence of a housing downturn.

3.3.4 Estimation results

The proportional hazard model is estimated at a quarteztyuiency, in contrast to the
monthly frequency used in the loan-level analysis aboveabsge of the quarterly fre-
guency of the town-level, house price indexes. The modaitimated using maximum
likelihood. Since we are basically working with a panel datacontaining the popula-
tion of Massachusetts homeowners, the number of obsemgdtdoo large to conduct
the estimation. Thus, to facilitate computation, we taked¢trandom samples of own-
erships (10 percent of the 1990-2007 sample, 10 percerg GB®0-2004 sample, and
25 percent of the 2000—-2004 sample). Finally, we truncateesships that last longer
than 8 years, for two reasons. First, because there areedydew of these long own-
erships, the estimates of the baseline hazard are impr&esend, because of missing
information regarding mortgage equity withdrawal, theiggmeasure becomes more
biased as the length of the ownership experience incréases.

Figure 10 displays the estimates of both the foreclosurelamdale baseline haz-

negative equity in the early 1990s.
21The estimation results are not very sensitive to this 8-getoff. Assuming a 7-year or 9-year cutoff
produces almost identical results.
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ards. The foreclosure baseline is hump-shaped, and reagiezk between the fourth
and fifth year of the ownership experience. The sale basedies sharply over the first
three years of the ownership, then flattens until the sewssdh when it continues to
rise. In Table 14 we display the parameter estimates. The#rel contains estimates
for the full sample (1990-2007); the second panel contaitisnates for the period
1990-2004; and the third panel displays estimates for ttiegp2000-20042 For the
most part, the signs of the estimates are intuitive and sterdi with economic theory.
Higher interest and unemployment rates tend to raise fosecés, although the coeffi-
cient estimate associated with the LIBOR rate switchesssigthe 1990—-2004 sample.
Homeowners who finance their home purchase from subprinteterare more likely
to experience a foreclosure than those who use prime lernBlersowers who purchase
a condominium or a multi-family property are more likely teperience a foreclosure
than borrowers who purchase a single-family home, in boghftii sample and the
1990-2004 samples. This likely reflects the fact that theddelsusetts condominium
market was hit especially hard by the housing downturn inethidy 1990s, and the
fact that many of the economically depressed cities in Marssetts are characterized
by housing stocks that are disproportionately made up ofiffarhily properties. In
the 2000-2004 sample, homeowners in condominiums areligdess likely to ex-
perience a foreclosure. Finally, ownerships located incpiges with relatively larger
minority populations and lower median income levels areanikely to experience a
foreclosure.

The quantitative implications of the parameter estimatesesplayed in Table 16.
The table displays the effect of a change in selected vasafoine standard deviation
for continuous variables and zero-one for dummies) on tbbatility of foreclosure.
For example, the first panel shows that a homeowner who psechiais house with
a subprime mortgage is approximately 7.3 times as likelyefaudlt, all else being
equal, than a homeowner who purchased with a prime mortgagk,1.1 times as
likely to experience a foreclosure if the unemployment iatene standard deviation
above average. The functional form of the proportional hdheaodel implies that the
effect of several different changes on the hazard is midéple. For example, the

combined effect of a subprime purchase ownership and @malatd deviation higher

22For brevity we do not display the parameter estimates forstiie hazard. They are available upon
request from the authors.

31



unemploymenti§.3 x 1.1 = 8.0.

There are some interesting differences across the ditfeample periods, most
notably associated with the estimate of the subprime pgechalicator. In the full
sample period, subprime purchase ownerships are more ttiemed as likely to ex-
perience foreclosure, but in the earlier sample period @32004), they are only 3.4
times as likely to default. Based on the analysis from Sac&ipthis likely reflects
differences in mortgage and borrower characteristics éetwthe two samples. For
example, increases in debt-to-income ratios and low doatetien loans, as well as
increases in mortgages with discrete payment jumps, haaracterized the subprime
market over the past few years. This has likely had a lot to b thie deterioration
in the performance of the subprime purchase market. Of egtinere are other pos-
sible explanations such as a deterioration in unobsenl@tdier-specific underwriting
characteristics. Another possibility is a higher sengjtito declining house prices
relative to prime purchase ownerships. Although the subprinarket existed in the
early 1990s, most of the activity came in the form of refinan@es evidenced by Fig-
ure 13). Thus, not many subprime purchase ownerships fremi2890-2004 sample
actually experienced a significant decline in house prisbgreas the vast majority of
subprime ownerships took place in 2004 and 2005, and manyesktwere exposed
to large price declines. The performance of subprime pweh#s better in the 2000—
2004 sample than in the full sample but worse than in the 19004 sample, as they
are approximately 5.5 times as likely to experience foraale.

Since housing equity;; is estimated with a spline, the estimates are not shown
Table 16. Instead, we graph the predicted foreclosure Hamam function of equity
relative to a baseline subprime purchase ownership in Eigair The covariates for
the baseline ownership have have been set to their full saay@rages. Each panel
corresponds to a different sample period. There were Viytna equity values below
zero in the 2000-2004 sample to estimate the spline, scaithste were forced to use
a single parameter.

The takeaway from the figure is that increase&jphave a large and negative ef-
fect on foreclosures for the range of equity values betw&6rand 25 percent of the
purchase mortgage. For ownerships with nominal equityesaébove 25 percent, fur-
ther increases in equity have a much smaller effect on treckasure hazard. This is

consistent with the intuition presented above. Homeowwdis positive equity who
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are either in financial distress or need to move for anothesae are not likely to
default, since they are better off selling their homes mdteThus, if a homeowner
already has a significant amount of positive equity, addéie@quity is likely to matter
little in the default decision. However, when one takes axtoount the potential trans-
actions costs involved in selling a property, such as theastate broker commission
(usually 6 percent of the sale price) as well as moving exggribe equity threshold
at which borrowers will default may be greater than zero.ré&fore, the apparent kink
in the foreclosure hazard at 25 percent equity is not nedgssaconsistent with the
discussion above.

The estimated non-linear relationship is similar for thi $ample and the 1990—
2004 sample. The scale is higher and the non-linearity iemposnounced in the full
sample, as that sample includes the recent foreclosuiie.cisit, perhaps the most
surprising observation from Figure 11 is the shape of théipted hazard from the
2000-2004 sample (lower left panel). While the predictezhngis necessarily smooth
because of the single parameter that governs the relatpritdias a very similar shape
and scale to the other samples. This is surprising becaasetisitivity of foreclosure
to equity is being estimated with only positive equity véida in this sample. On the
face of things, the figure seems to suggest that one couldastithe sensitivity using
positive variation in equity and then extrapolate to negaéiquity values and obtain
findings that are similar to those obtained using a sample katising price declines.
This is, of course, in part, a result of the non-linear funeéil form of the proportional
hazard model, and it would be impossible in a linear framé&wfmr example, a linear
probability model). The implications of this in terms of émasting ability is discussed

below.

3.3.5 Simulation results

With the estimated parameters in hand, we turn to the questibow well the model

performs, both in-sample and out-of-sample. In this esercive focus on the 2004
and 2005 vintages of subprime purchase borrowers. The elodithese vintages is
motivated both by performance and by data availability. Stimary statistics in Ta-
ble 11 suggest that the 2004 vintage was the first to suffeatdd foreclosure rates in

the current housing crisis, and the 2005 vintage is expeingreven higher foreclosure
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rates. Unfortunately, we do not have enough data at this tino®nduct a thorough
analysis of the 2006 or 2007 vintages.

To construct the forecasts, we use the estimated model pteesrio calculate pre-
dicted foreclosure probabilities for each individual owstep in the vintages of inter-
est between the time that the vintage was initiated and ZB07\We then take the
individual predicted probabilities and aggregate themitimim cumulative foreclosure
probabilities for each respective vintage, and we compaeeptedicted foreclosure
probabilities to the probabilities that actually occurfédhe results for the subprime
purchase vintages are displayed in Figures 12 and 13.

The model consistently overpredicts foreclosures for @42subprime vintage
(top left panel in Figure 12) in the full sample, as approxieha9.2 percent of the
vintage had succumbed to foreclosure as of 2007:Q4, whierthdel predicts 11.2
percent. For the out-of-sample forecasts, the model uneéiqis Massachusetts fore-
closures, but there are significant differences betweetwtheifferent sample periods.
The model estimated using data from 1990-2004 is only ab&ectount for a little
over half of the foreclosures experienced by the 2004 vtadnile the model esti-
mated using data from 2000—2004 accounts for almost 85 peoféhe foreclosures.
The reason for the better fit can likely be attributed to thigda coefficient estimate
associated with the subprime mortgage indicator variateglfe 2000—-2004 sample
compared with the 1990-2004 (see Table 14). In Table 13 wesis@tar patterns
for the 2005 subprime vintage, although the in-sample fseslightly underpredicts
cumulative foreclosures, and the out-of-sample forecastsnarkedly worse for both
sample periods compared with the 2004 subprime vintagedsts. The 1990-2004
out-of-sample forecast accounts for only one-third of ihre€losures experienced by
the 2005 subprime vintage, while the 2000-2004 does batteounting for more than
60 percent of the foreclosures. However, this is not as geatle2004 vintage fore-
cast.

To summarize, the model, estimated using data from the Zl4-vintages, does
very well in its 2005-2007 out-of-sample foreclosure peédins for the 2004 vin-
tage of subprime purchase borrowers, accounting for ajpairly 85 percent of cu-
mulative foreclosures in 2007:Q4. The model does not perfguite as well for the

2005 vintage, as it accounts for only 63 percent of cumwdtiveclosures in 2007:Q4.

233ee Gerardi, Shapiro, and Willen (2007) for more details.
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There are significant differences between the performahtteeanodel estimated us-
ing data from different sample periods. The model estimatdg the 2000-2004
sample performs much better than model estimated usingfaatathe 1990-2004

sample period. This is despite the fact that the latter saqpetiod includes a decline
in housing prices, while the former does not. Based on obsiens from Figure 11,

the proportional hazards model is able to estimate the meatirelationship between
equity and foreclosure, even when there are no negativéeupservations in the data.
Thus, the primary explanation for the difference in the ofisample forecasts is the

different coefficient estimates associated with the HUDpsimbe purchase indicator.

4 What Did the Participants Say in 2005 and 20067

In this section, we attempt to understand why the investroemmunity did not an-
ticipate the subprime mortgage crisis. We do this by looldahgritten records from
market participants in the period from 2004 to 2006.

These records include analyst reports from investmentdgnlblications by rat-
ing agencies, and discussions in the media. We have chosdao ientify the five
major banks (J.P. Morgan, Citigroup, Morgan Stanley, UB®] behman Brothers)
individually, but rather by alias (Bank A, Bank B, efé.Five basic themes emerge in
this section. First, the subprime market was viewed by ntaniséders as a great suc-
cess story in 2005. Second, subprime mortgages were viégwgsoine sense correctly,
as lower risk than prime mortgages because of their moréegtabpayment behavior.
Third, analysts used fairly sophisticated tools, but weampered by the absence of
episodes of falling prices in their data. Fourth, many astshanticipated the crisis
in a qualitative way, laying out in various ways a roadmap batwould happen, but
they never fleshed out the quantitative implications. Bnahalysts were remarkably
optimistic about HPA.

Figure 14 provides a timeline for this discussion. The tog paows HPA us-
ing the Case-Shiller 20-city composite index. In the firdf o 2005, HPA for the
nation as a whole was positive but in the single digits and sth below the record
pace set in 2004 and 2005. By the end of the third quarter, HRA negative, al-

though, given the reporting lag in the Case-Shiller numlraesket participants would

24Researchers interested in verifying the sources shoulcbothe authors.
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not have had this datapoint until the end of the fourth quariéhe bottom part of
the figure shows the prices of the ABX-HE 06-01-AAA and ABX-HIB-01-BBB

indexes which measure the cost of insuring, respectivel\AAated and BBB-rated
subprime-mortgage-backed securities issued in the séwihadf 2005, and containing
mortgages originated throughout 2005. One can arguabé/tiatsubprime crisis to
the first quarter of 2007 when the cost of insuring the BBEdatecurities, which had
not changed throughout all of 2006, started to rise. Thedwofinancial market crisis,
which started in August, coincides with another spike inBf2B index and the first
signs of trouble in the AAA index. The purpose of this seci®to try and understand
why market participants did not appreciate the impendimgjs;ras evidenced by the

behavior of the ABX indexes in 2006.

4.1 General state of the subprime market

In 2005, market participants viewed the subprime marketsageess story along many
dimensions. Borrowers had become much more mainstreank /Banalysts referred

to the subprime borrower as “Classic Middle America,” wnrifi

The subprime borrower today has a monthly income above thiernz
median and a long tenure in his job and profession. His horadlisee-
bedroom, two bathroom, typical American home, valued atnional
median home price. Past credit problems are the main reakgrthe

subprime borrower is ineligible for a prime lo&n.

Analysts noted that the credit quality of the typical subp¥iborrower had improved.
The average FICO score of a subprime borrower had risenstensly from 2000 to

200525 But other aspects got better too.

...collateral credit quality has been improving since 2060CO scores
and loan balances increased significantly implying a megasting of the
subprime borrower. The deeply subprime borrowers of tleel880s have

been replaced by the average American homeowtfer...

Lenders had improved as well. Participants drew a distindiietween the seedy

subprime lenders of the mid-late 1990s and the new gengraftienders that they saw

25Bank A, October 10, 2005.
%6ibid and Bank E, February 15, 2005.
27Bank A, October 10, 2005.
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as well-capitalized and well-run.

The issuer and servicer landscape in the HEL market has edairgmat-
ically since the liquidity crisis of 1998. Large mortgageders or units of
diversified financial services companies have replacedrttad specialty

finance companies of the 199¢s.
Lenders, analysts believed, could weather a storm:

...today’s subprime issuer/servicers are in much bettepelin terms of
financial strength. If and when the market hits some kind dfulence,
today’s servicers are in a better position to ride out theeesh/ market

conditions?®

Another dimension along which the market had improved wasutie of data. Many
market participants were using loan-level data and modatistical techniques. Bank

A analysts expressed a widely held view when they wrote:

An increase in the sophistication of all market particigant from lenders
to the underwriters to the rating agencies to investors. oAthese par-
ticipants now have access to quantitative models that aeaytensive

historical data to estimate credit and prepayment rites.

Contemporary observers placed a fair amount of faith in ¢e of credit scoring
in improving the market. FICO scores did appear to have Bigmit predictive power
for credit problems. In particular, statistical evidenbewed that FICO scores, when
combined with LTV, could “explain a large part of the credéiriation between deals
and groups of subprime loan-"The use of risk-based pricing made origination de-
cisions more consistent and transparent across origsjaad thus resulted in more

predictable performance for investors.

We believe that this more consistent and sophisticated ramilieg is
showing up as more consistent performance for investorévastor buy-

ing a subprime home equity security backed by 2001 and 2Q0tgr

28Bank A, October 10, 2005. Here and elsewhere, “HEL” is usenhlgket participants to refer to “home
equity loan”, the typical market participant term for eittgejunior lien to a prime borrower, or senior lien
to a subprime borrower. Although the two loan types appede glifferent, from a financial engineering
standpoint both prepaid relatively quickly but were nott thensitive to prevailing interest rates on prime
first-lien mortgages.

29Bank E, January 31, 2006.

30Bank A, October 10, 2005.

31Bank E, February 15, 2005.
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vintage) loans is much more likely to get the advertisedguarénce than

buying a deal from earlier year§ltalics in the original]®?

One has to remember that the use of credit scores such asGl@erRbdel emerged
as a crucial part of residential mortgage credit decisiorg in the mid-1990s3 And
as late as 1998, one observer points out, FICO scores weeatdios more than 29
percent of the mortgages in their sample, but by 2002, thisbmr had fallen to 6
percent

Other things had also made the market more mature. One rgagonfor the rise
in average FICO scores was that “the proliferation of staig municipal predatory
lending laws has made it more onerous to fund very low credits.®®

Finally, market participants’ experience with rating agies through mid-2006 had
been exceptionally good. Rating agencies had what appaabedsophisticated mod-
els of credit performance using loan-level data and statiesodirt statistical techniques.
S&P, for example, used a database, “which compiles the kel hnd performance
characteristics for every RMBS (residential mortgagekkdasecurity) transaction that
we have rated since 199&8"Market participants appeared to put a lot of weight on the
historical stability of HEL credit rating®’ And indeed, through 2004, the record of the
major rating agencies was solid. Table 15 shows S&P’s refrord their first RMBS
rating in 1978 to the end of 2007 and illustrates that the abdly of a downgrade

was quite small and far smaller than the probability of anragg.

4.2 Prepayment risk

Investors allocated appreciable fractions of their pdidfoto the subprime market be-
cause, in one key sense, it was considered less risky thagithe market. The issue
was prepayments, and the evidence showed that subprimenswe prepaid much less
efficiently than prime borrowers, meaning that they did notiediately exploit advan-
tageous changes in interest rates to refinance into lonelgans. Thus, the sensitivity
of the income stream from a pool of subprime loans to inteastchanges was lower

than the sensitivity of a pool of prime mortgages. Accordinglassical finance theory,

32Bank E, February 15, 2005.

33Mester, 1997

34Bank E, February 15, 2005.

35Bank A, Dec. 16, 2003.

36A More Stressful Test Of A Housing Market Decline On U.S. RBBS&P, May 15, 2006.
37Bank A, October 20, 2005.
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one could even argue that subprime loans were less risky absolute sense. While
subprime borrowers had a lot of idiosyncratic risk, as ewaal by their problem-
atic credit histories, such borrower-specific shocks cadibersified away in a large
enough pool. In addition, the absolute level of prepaymeathér than its sensitivity
to interest rate changes) of subprime loans is quite hidlecteng the fact that borrow-
ers with such loans either resolve their personal finandffdalties and graduate into
a prime loan or encounter further problems and refinancendgti a new subprime
loan, terminating the previous loan. However, this prepaymvas also thought to be
effectively uncorrelated across borrowers and not tiglellgted to changes in the inter-
est rate environment. Mortgage pricing revolved aroundstesitivity of refinancing
to interest rates; subprime loans appeared to be a usefglaiassets whose cash flow
was not particularly correlated with interest rate shodltais, Bank A analysts wrote,

in 2005:

[Subprime] prepayments are more stable than prepaymeptdna mort-

gages adding appeal to [subprime] securitfes.

A simple way to see the difference between prepayment behafprime and sub-
prime borrowers s to look at variation in a commonly usedtg@ge industry measure,
the so-called constant prepayment rate, or CPR, which iarthealized probability of
prepayment. According to Bank A analysts, the minimum CRRB@ibprime fixed-rate
mortgages was 18 percent, and for ARMs it was 29 percent. Byrast, for Fannie
Mae mortgages, the minimums were 7 and 15 percent, resplctids mentioned
above, this was attributed to the fact that even in a staldst rate environment,
subprime borrowers will refinance in response to houseleselshocks. At the other
end, the maximum CPRs for subprime fixed and ARM borrowergtarand 54 per-
cent, respectively, compared with 58 and 53, respectifety-annie Mae borrowers.
The lower CPR for subprime reflects, at least partly, the gdesmwce of prepayment
penalties. More than 66 percent of subprime borrowers faepgyment penalties.
Historically, the prepayment penalty period often lasted fiears, but in most cases, it

had shortened to two years for ARMs, and three for fixed-raiggages, by 2005.

38Bank A, October 10, 2005.
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4.3 Data

Correctly modeling (and thus pricing) prepayment and defék requires good un-
derlying data, giving market participants every incentivacquire data on loan perfor-
mance. As mentioned above, analysts at every firm we lookexdcktding the rating
agencies, had access to loan-level data. One major prohmever, was that these
data, for the most part, did not include any examples of swestigprice declines. The
fact that the Trends database only dates back to 1998 isatyfdank A's RAMP-RS,
for example, dates back to 1998. And the problems were péatly severe for sub-
prime loans, since there essentially were none before 12@&ermore, to add to the
problems, analysts believed that the experience of prepasti2001 subprime loans
were not necessarily comparable. In addition, in one saraplalysts identified a ma-
jor change in servicing, pointing in particular to a new rtilat managers needed to
have four-year college degrees, as explaining significéierdnces in default behavior
before and after 2001.

Analysts recognized that their modeling was constrainedabl of data on the
performance of loans through house price downturns. Soraklsta simply focused
on the cases for which they had data — high and low positive Elferiences. In one
Bank A report, the highest current LTV bin examined was70 percent.?® The worst
case examined in a Bank E analyst report in the fall of 20050x&spercent HPA?

But, in truth, most analysts appear to have been aware thddtk of examples of

negative HPA was not ideal. Bank A analysts wrote in Decernb2003 that,

Because of the strong HPA over the past five years, high LT\kdtgoof

loans thin out fast, limiting the histofy.
And they knew this was a problem. In June of 2005, an anal\Baak A wrote:

We do not project losses with home appreciation below 2.5éal&e the
dataset on which the model was fitted contains no meaningfukhprice
declines and few loans with LTVs in the high 90s. Thereforeds pro-
jections for scenarios that take LTVs well above 100% argesiito sig-

nificant uncertainty?*?

39Bank A, March 17, 2004.
40Bank E, December 13, 2005.
41Bank A, December 13, 2005.
42Bank A, June 3, 2005.
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However, eventually, some analysts overcame these prabléma debate that
we discuss in more detail below, S&P and Bank A analysts demnsd scenarios with
significant declines in house prices. An S&P report in Sep&mof 2005 considered a
scenario in which house prices fell on the coasts by 30 peesghin the interior of the
country by 10 percerff Bank A analysts also examined the same scenario, illustyati
that by December they were able to overcome the lack of mganiprice declines

identified in Juné?

4.4 Role of HPA

Market participants clearly understood that HPA played @reg role in the the dy-
namics of foreclosures. They identified at least three ketsfabout the interaction
between HPA and foreclosures. First, HPA provided an “exétegy” for troubled
borrowers. Second, analysts identified a close relatiprisiiween refinance activity
and prepayment speeds for untroubled borrowers, whichrathaoced losses. Third,
they knew high HPA meant that even when borrowers did deféadses would be
small. Finally, they understood that the exceptionally biheases on recent vintage
subprime loans were due to exceptionally high HPA and thaddinte in HPA would
lead to higher losses.

The role of HPA in preventing defaults was well understooskdatially, high HPA
meant borrowers were very unlikely to have negative eqaitd this, in turn, implied
that defaulting was never optimal for a borrower who coulafipaebly sell the property.
In addition, high HPA meant that lenders were willing to rafige. The following view

was widely echoed in the industfy:

Because of strong HPA, many delinquent borrowers have baeri@sell
their house and avoid foreclosure. Also, aggressive cdiigremong
lenders has meant that some delinquent borrowers have beetoaefi-

nance their loans on more favorable terms instead of dafgift

The “double-trigger” theory of default was the prevailingsdom:

43Simulated Housing Market Decline Reveals Defaults Only west-Rated US RMBS Transactions,
Standard and Poor’s, September 13, 2005.

44Bank A, December 2, 2005.

45See also Bank E, December 13, 2005.

46Bank A, October 20, 2005.
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Borrowers who are faced with an adverse economic event —oliogb,
death, divorce or large medical expense — and who havediléty in the
property are more likely to default than borrowers who hargé equity

stakes"’

Participants also identified the interaction between HRA@epayment as another

way that HPA suppressed losses. As a Bank A analyst explairtbd fall of 2005:

Prepayments on subprime hybrids are strongly dependemjoty duild-
up and therefore on HPA. Slower prepayments extend the titoarais

outstanding and exposed to default ri8k.

Quantitatively, the analyst claimed that a fall in HPA frora fiercent to -5 percent
would reduce CPR, the annualized prepayment rate of thegdoah by 29 percentage
points.

Analysts seem to have understood both that high HPA of regesits accounted
for the exceptionally strong performance of recent vinsaged that lower HPA repre-

sented a major risk going forward. A Bank E analyst wrote anftdl of 2005:

Double-digit HPA is the major factor supporting why receimtage mort-

gages have produced lower delinquencies and much lowerdfiss
An analyst at Bank C wrote:

...the boom in housing translated to a build-up of equityt thenefited
subprime borrowers, allowing them to refinance and/or agtefdult. This
has been directly reflected in the above average perfornafrtbe 2003

and 2004 HEL ABS vintage¥.

And in a different report, another Bank E analyst arguedithagstors did understand

its importance:

If anyone questioned whether housing appreciation hasgdirterest rates
as a key variable in mortgage analysis, attendance at atr€gd/CDR

conference would have removed all doubts. Virtually eveseker, whether

47Bank A, December 2, 2005.
48Bank A, December 2, 2005.
49Bank E, December 13, 2005.
50Bank C, April 11, 2006.
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talking about prepayments or mortgage credit, focuses enntipact of

house prices!

Analysts did attempt to measure the quantitative implacatiof slower HPA. In
August of 2005, analysts at Bank B evaluated the performah@€05 deals in five
HPA scenarios. In the “meltdown” scenario, which involvBgbercent HPA for the life
of the deal, they concluded that cumulative losses on this éeauld be 17.1 percent
of the original principal balance. Because the “meltdows1téughly what actually
happened, we can compare their forecast with actual outsomneplied cumulative
losses for the deals in the ABX-06-01, which are deals ma@®db, are between 17
and 22 percent, depending on the assumptiems.

The lack of examples of price declines in their data did nevent analysts from
appreciating the importance of HPA, consistent with thelte®f the previous section.
In an April 2006 report, analysts at Bank C pointed out thatdloss-section of MSAs

illustrated the importance of HPA:

The areas with the hottest real estate markets experieoeesingle-digit
delinquencies, minimal LTD losses, [and] low loss severity a sharp

contrast to performance in areas at the low end of HPA gréwth.

Greeley, Colorado, had 6 percent HPA since origination @h@e&xcent delinquency.
At the other extreme was Bakersfield, California, with 87ceat HPA and 2 percent
delinquency. Their estimated relationships between dekncy rates and loss rates
and cumulative HPA since origination using the 2003 vinfage plotted in the top
and bottom panels, respectively, of Figure 15. Even in tbample, there was a dra-
matic difference in performance between low and high leséumulative HPA. The
figure suggests that it was possible to use variation aceggsns in positive levels of
cumulative HPA to extrapolate to situations with negatiseels of cumulative HPA.
For example, if we used the tables to forecast delinqueitigkay of 2008 with a 20
percent fall in house prices (roughly what happened), wddvget a 35 percent delin-
quency rate and 4 percent cumulative loss rate. The actumbers for the 2006-1
ABX are 3.37 percent losses and a 37 percent delinquency rate

In some ways, most interestingly, some analysts seem touralerstood that the

51Bank E, November 1, 2005.
525ee Bank C, August 21, 2008 and Bank B, 9/2/2008.
53Bank C, April 11, 2006.
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problems might extend beyond higher losses on some subprime ABS. In the fall of
2005, Bank A analysts mapped out almost exactly what happened in the summer of
2007, but the analysis is brief and not the centerpiece of their report. They started
by noting, “As of November 2004, only three AAA-rated RMBS classes have ever
defaulted...” And, indeed, to that point, almost no AAA rated RMBS had defaulted.

But, they understood that even without such defaults, problems could be severe:

Even though highly rated certificates are unlikely to suffer losses, poor col-

lateral or structural performance may subject them to a ratings downgrade.
For mark-to-market portfolios the negative rating event may be disastrous,
leading to large spread widening and trading losses. Further down the
credit curve, the rating downgrades become slightly more common, and

need to be considered in addition to the default Pisk.

The only exception to the claim that analysts understood the magnituéfe/ &
comes from the rating agencies. As a rating agency, S&P was forced to focus on the
worst possible scenario rather than the most likely one. And their worst-case scenario
is remarkably close to what actually happened. In September of 2005, they considered

the following:

- a 30 percent house price decline over two years for 50 percent of the pool

- a 10 percent house price decline over two years for 50 percent of the pool.

- an economy that was"slowing but not recessionary”

- acutin Fed Funds rate to 2.75 percent

- astrong recovery in 2008.
In this scenario, they concluded that cumulative losses would be 5.82 percent. Interest-
ingly, their predictions of losses for the first three years are around 3.43 percent, which
is in line with both the estimates from Bank C’s estimated relationship (Figure 15) and
the data from deals in the 2006-1 ABX Their problem was in forecasting the major
losses that would occur later. As a Bank C analyst recently said, “The steepest part of
the loss ramp lies straight ahead.”

S&P concluded that none of the investment grade tranches of RMBSs would be

affected at all — that is, no defaults or downgrades would occur. In May of 2006,

54Bank A, October 10, 2005.

55Simulated Housing Market Decline Reveals Defaults Only In Lowest-Rated US RMBS Transactions,”
S&P, September 13, 2005.

56Bank C, September 2, 2008.
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they updated their scenario to include a minor recessio®@¥ 2and they eliminated
both the rate cut and the strong recovery. They still saw mengoades of any A-rated
bonds or most of the BBB-rated bonds. They did expect widespdefaults, but this
was, after all, a scenario they considered “highly unlikeKdthough S&P does not
provide detailed information on their model of credit lassi is impossible to avoid
concluding that their estimates €f/dp were way off. They obviously appreciated that
df /dp was not zero, but their estimates were clearly too small.

The problems with the S&P analysis did not go unnoticed. Bardnalysts dis-
agreed sharply with S&P:

Our loss projections in the S&P scenario are vastly diffefeam S&P’s
projections with the same scenario. For 2005 subprime |d8&® pre-
dicts lifetime cumulative losses of 5.8 percent, which ssléhan half our
number... We believe that S&P numbers greatly understatesk of HPA

declines’’

The irony of this is that both S&P and Bank A ended up quiteiin)lbut for different
reasons. S&P apparently believed tHA{dp was low, whereas most analysts appear

to have believed thatp/dt was unlikely to fall substantially.

4.5 House price appreciation

Virtually everyone agreed in 2005 that the record HPA paceadnt years was unlikely
to be repeated. However, many believed that pgicavth would simply revert to its
long run average, not that pritevelsor valuationswould. At worst, some predicted a
prolonged period of subpar nominal price growth.

A Bank A report in December of 2005 expressed the prevailiegvvon house
prices that, “A slowdown of HPA seems assured.” The questias by how much. In

that report, the Bank A analysts stated:

...the risk of a national decline in home prices appears temie annual
HPA has never been negative in the United States going badelasit to
1992.

The authors acknowledge that there had been regional falls,

57Bank A, December 12, 2005.
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In each one of these regional corrections, the decline ofehorices coin-

cided with a deep regional recession.

The conclusion that prices were unlikely to fall follows rinathe fact that “few
economists predict a near-term recession in the 6£ 8ri analyst at Bank D described
the future as a scenario in which house prices would “rushbtibust.®®

Bank B analysts actually assigned probabilities to varluusse price outcomés.

They considered five scenarios:

Name Scenario Probability
(1) Aggressive  11% HPA over the life of the pool 15%
(2) [Noname] 8% HPA over the life of the pool 15%
(3) Base HPA slows to 5% by year-end 2005 50%

(4) Pessimistic 0% HPA for the next 3 years, 5% thereafter 15%
(5) Meltdown  -5% for the next 3 years, 5% thereafter 5%

Over the relevant period, HPA actually came in a little betbe -5 percent of the
meltdown scenario, according to the Case-Shiller indexnfBecing the idea that they
viewed the meltdown as implausible, the analysts devotetinm® to discussing the
consequences of the meltdown scenario even though it isfetea tables in the paper
that it would lead to widespread defaults and downgrades) among the highly rated
investment grade subprime ABS.

The belief that such a widespread and steep decline in hoicgs gould not occur
persisted even long after prices began to fall. The titlea séries of analyst reports

entitled “HPA Update” from Bank C tell the stofy:

Date of Datafrom Title

12/8/06 10/06 “More widespread declines with early stabtibn signs”
1/10/07 11/06 “Continuing declines with stronger stalilian signs”
2/6/07 12/06 “Tentative stabilization in HPA’

3/12/07 1/07 “Continued stabilization in HPA’

9/20/07 7/07 “Near bottom on HPA’

11/2/07 9/07 “UGLY! Double digit declines in August and Sepber”

58Bank A, December 2, 2005.

59Bank D, November 27, 2006.

60Bank B, August 15, 2005.

61Bank C, “HPA Update,” dates as noted.
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By 2008, Bank C analysts had swung to the opposite extrena; fibsition in May
was, “We expect another 15 percent drop in home prices oeardit 12 months®
However, the belief that a national decline was unlikely wasshared universally.

Bank E analysts took issue with the views expressed aboungvthat:

Those bullish on the housing market often cite the histositad. to show
that only in three quarters since 1975 have U.S. home prmes (ha-
tional basis) turned negative, and for no individual yeaseharices turned

negative®3

But they went on to point out, correctly, that those claims anly true in nominal

terms and that in real terms house prices had fallen on margs@ans.

4.6 What they anticipated

With the exception of the S&P analysts, it seems everyonenstood that a major fall

in HPA would lead to a dramatic increase in problems in theosuie market. Thus,
understandingyf /dp does not appear to have been a problem. In a sense, this more or
less implies thatlp/dt was the problem, and the evidence confirms it. Most analysts
simply thought that a 20 percent nationwide fall in priceswapossible, let alone the
even larger falls we have seen in certain regions — Arizoradif@nia, Florida and
Nevada — which accounted for a disproportionate share gfraule lending.

One can argue that the basic pieces of the story were all.t#eralysts seem to
have understood that house prices could fall. They seenvi inaderstood that HPA
played a central role in the performance of subprime loaomeSseem, in many cases,
to have understood how large that role was. Others seem @uralerstood that even
downgrades of RMBSs would have serious consequences fondnleet. However,
none of the analyst reports we found seem to have put the wtmlgtogether in 2005

or 2006.

5 Conclusion

The subprime mortgage crisis leads one naturally to wonderlarge and sophisti-

cated market participants badly underestimated the aiiskibf heterodox mortgages.

62Bank C, May 16, 2008.
63Bank E, November 1, 2005.
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As we showed in Section 2, subprime lending only increméngalded risk fea-
tures, and the underlying leverage of loans was, at leastimeslata sources, somewhat
obscure. Thus, rather than plunging into uncharted waitarsstors may have felt in-
creasing comfort with each successive round of weaker wriarg standards.

The buoyant house price environment that prevailed thraugh2006 certainly
held down losses on subprime mortgages. Nonetheless, asomed in Section 3,
even with just a few years of data on subprime mortgage pedoce, containing al-
most no episodes of outright price declines, loan-level e®reflect the sensitivity of
defaults to house prices. Loss models based on these datd slave warned of a sig-
nificantincrease in losses, albeit smaller than the aatgatase. Of course, making the
effort to acquire property records from a region afflicteddayajor price drop, such as
Massachusetts in the early 1990s, would have allowed mpsgkétipants significantly
more precise estimates of the likely increase in foreckestollowing a drop in house
prices. Nonetheless, even off-the-shelf data and models, the point of view of early
2005, would have predicted sharp increases in subprimeildefallowing a drop in
house prices. However, these models are sensitive to gpadicifi and assumptions
about the future, so by choosing the specification that devétvest default rates, one
could have maintained a sanguine outlook for subprime ragegerformance.

In the end, one has to wonder whether market participantsrestimated the prob-
ability of a house price collapse or misunderstood the auneseces of such a collapse.
Thus, in Section 4, we describe our reading of the mountaiasdarch reports, media
commentary, and other written records left by market pigiats of the era. Investors
were focused on issues such as small differences in prepdyspeeds that, in hind-
sight, appear of secondary importance to the credit lo$semsing from a house price
downturn. When they did consider scenarios with house pigoiines, market partic-
ipants as a whole appear to have correctly identified theesulent losses. However,
such scenarios were labeled as “meltdowns” and ascribgdleerprobabilities. At
the time, there was a lively debate over the future courseoabé prices, with dis-
agreement over valuation metrics and even the correct imdiéxwhich to measure
house prices. Thus, at the start of 2005, it was genuinelsiplesto be convinced that

nominal U.S. house prices would not fall substantially.
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Table 1: Subprime Share of U.S. Mortgage Market. Table gives measwir¢he penetration of subprime mortgages in the U.S., 20(008:Q1.
Outstandingsare taken at from the MBA's national delinquency surveysQdrof the indicated year®riginationsare taken from data collected under
the Home Mortgage Disclosure Act (HMDA). In this datasetuamime loan corresponds to a mortgage classified as “higtf gmughly speaking,
carrying APRs 3 percent above the yield on the 30 year Trgdmard). The high cost fraction was unusually low in 2004 bisezof the configuration of
the yield curve and operational issues. First liens, noglteid by loan value.

Subprime loans as a % of total
Period Outstanding Loans New originations

2004 12.3 115 15.5
2005 13.4 24.6 25.7
2006 13.7 253 31.0
2007 12.7 14.0 21.7
2008:Q2 12.2 -n.a.—

Table 2: Joint Distribution of CLTV and Second Liens. Joint disttiba of the combined loan-to-value ratio (CLTV) at origiiat and the indicator
variable for the presence of a second lien.

Second Lien No Yes
Mean CLTV 79.92% 98.84%
Fraction of loans with CLTV...

< 80 0.35 0.01
=80 0.18 0.00
>80& <90 0.18 0.01
=90 0.15 0.01
>90& < 100 0.08 0.16

> 100 0.05 0.80




Table 3: The Effect of Leverage. Top panel shows marginal probaslifrom a probit model where the dependent variable is aoatat of whether the
loan had defaulted by its 12th month of life. Bottom panelfitcients from an OLS regression where the dependent varialihe loan’s initial contract
interest rate. Results are from a 10 percent random samfie é&BS data. Standard errors are not shown.

(1) Probability of Default within 12 months of origination

Variable Model1 Model 2 Mean
Default Rate 0.0655
Marginal Effects

CLTV 0.00219 0.00223 82.6929
CLTV?/100 -0.00103 -0.00103 70.3912
CLTV= 80 0.00961 0.01036 0.1572
80 <CLTV< 90 0.00014 -0.00302 0.1556
CLTV= 90 0.00724 -0.00041 0.1286
90 <CLTV< 100 0.00368 -0.00734 0.0968
CLTV> 100 0.00901 -0.00740 0.1620
Second lien recorded 0.05262 0.04500 0.1452
Initial contract rate 0.01940 0.02355 8.2037
Origination date effects? N Y

State effects? N Y

Observations 679,518 679,518

(2) Initial Contract Rate

Variable Model1 Model 2
Constant 7.9825 10.4713
CLTV .0093 .0083
CLTV?/100 -.0063 -.0082
CLTV= 80 -.0127 -.0817
80 <CLTV< 90 .0430 .1106
CLTV=90 .1037 .2266
90 <CLTV< 100 .0202 .3258
CLTV> 100 .0158 3777
Second lien recorded -.8522 -.6491
Origination date effects? N Y
State effects? N Y

Observations 707,823 707,823




Table 4: Sample Means. Table gives sample means and standard olesiafi selected underwriting variables from the ABS datae ®arly” group
comprises loans originated from 1999 to 2004; the “late’ugroomprises loans originated in 2005 and 2006.

All loans Early Late

Mean StDev| Mean StDev| Mean  StDev
Outcomes 12 months after origination
Defaulted 0.0657 0.2478 0.0460 0.2095 0.0928 0.2901
Refinanced 0.1622 0.3683 0.1596 0.366? 0.1657 0.3718
Characteristics
Contract rate 8.2059 1.5882 8.3763 1.7639 7.9721 1.2726
Margin 4.4539 2.9418 4.2815 3.1135 4.6904 2.6704
FICO score 610 60 607 61 615 58
CLTV 83 14 81 14 85 15
Mortgage types
Fixed-rate 0.2814 0.4497) 0.3230 0.4676 0.2243 0.4171
2/28 0.5854 0.4927) 0.5340 0.4988 0.6558 0.4751
3/27 0.1333 0.3399 0.1430 0.3501 0.1199 0.3248
Documentation type
Complete 0.6828 0.4654 0.7062 0.4555 0.6507 0.4768
No doc 0.0031 0.0558 0.0038 0.0612 0.0023 0.0475
Low doc 0.3071 0.4613 0.2782 0.4481 0.3468 0.4760
Other
Non-traditional | 0.1604 0.3669 0.0693 0.2540 0.2853 0.4515
Non-occ. owner| 0.0657 0.2478 0.0651 0.2468 0.0666 0.2493
Refinance 0.6700 0.4702 0.7095 0.4540 0.6158 0.4864
Second lien 0.1459 0.3530 0.0750 0.2634 0.2432 0.4290
PP Pen 0.7355 0.4411 0.7400 0.4387 0.7293 0.4443
Observations 3,632,525 2,043,354 1,489,171




Table 5: Results of Default Model. Marginal effects and standararsrfrom a probit model of default after 12 months on the iatid variables.
Regressions also include a complete set of state fixed &ffect

Early Late

Variable OF/0x o OF/0x o

Contract rate 0.0097 0.0001 0.0328 0.0002
Margin 0.0013 0.0001 0.0016 0.0003
2/28 0.0036 0.0009 0.0158 0.0016
3/27 0.0030 0.0010 0.0105 0.0020
CLTV 0.0007 0.0001 0.0037 0.0002
CLTVZ2/100 -0.0002 0.0001 -0.0018 0.0002
CLTV= 80 0.0035 0.0005 0.0225 0.0012
80 <CLTV< 90 -0.0017 0.0006 0.0119 0.0014
90 <CLTV< 100 -0.0014 0.0008 0.0154 0.0022
CLTV> 100 -0.0000 0.0015 0.0229 0.0029
Second lien 0.0165 0.0008 0.0391 0.0009
FICO -0.0003 0.000Q -0.0003 0.0000
FICO< 620 -0.0015 0.0008 0.0202 0.0015
FICO= 620 -0.0012 0.0016 0.0194 0.0031
620 <FICO< 680 -0.0040 0.0006 0.0110 0.0010

Hi CLTV x low FICO -0.0004 0.000§ 0.0013 0.0010
Hi CLTV x Purchase 0.0053 0.0006-0.0143 0.0010
Hi CLTV x low doc 0.0059 0.0007 0.0129 0.0010

Refi -0.0064 0.0004 -0.0223 0.0009
Non-owner occ. 0.0113 0.0006 0.0158 0.0010
Low doc 0.0127 0.0004 0.0160 0.0007
No doc 0.0107 0.0027 0.0293 0.0059
PP Pen 0.0012 0.0008 0.0087 0.0006
Pmttoinc. rat 1l 0.0003 0.0000D 0.0008 0.0000
Pmttoinc. rat 2 0.0008 0.0008 0.0008 0.0001
Ratio 1 missing 0.0131 0.0007 0.0330 0.0014
Ratio 2 missing 0.0240 0.0006 0.0273 0.0017
Retail source 0.0036 0.0005-0.0204 0.0012
Wholesale source 0.0050 0.00040.0044 0.0009
Broker source 0.0011 0.0011-0.0055 0.0019
Non-trad. 0.0043 0.0005 0.0218 0.0006
Observations 2,043,354 1,489,171
Pseudo R 0.0929 0.0971

Table 6: Predicted Defaults Rates by Model. The first row gives mquetlicted average default rates given observables in thepEiod from a model
estimated against the early period (first column) and the late period (second column). The second row does the darmfar observables from the
late period. The subsequent columns repeat the exerciskrdak out each origination year separately.

Coeff. from model

Observables in Early Late
Early 0.0460 0.0930
Late 0.0455 0.0927
Origination year

1999 0.0666  0.1537
2000 0.0867  0.2000
2001 0.0652 0.1434
2002 0.0483 0.0986
2003 0.0349 0.0642
2004 0.0344  0.0605
2005 0.0396 0.0750

2006 0.0531 0.1155




Table 7: The Effect of Incremental Underwriting Changes. Table giaevariety of alternative risk characteristics and thesoagted 12-month default
probabilities from the model estimated using data from tiéygperiod. In all cases, the loan is a 2/28 with an initidéraf 8.22 percent, a margin of 6.26
percent, originated in California and with other varialbdes to their sample means. The final column gives the actueddih default rate experienced
by these types of loans in the late period.

Variable Base CLTV CLTV FICO Lowdoc Non-trad PurchaseCLTV >99 CLTV >99 CLTV >99 | Actual
=80 > 99 =573 Low Doc FICO =573 Purchase

CLTV 81.3 80 99.23 81.3 81.3 81.3 81.3 99.23 99.23 99.23| 81.3
Second lien No No Yes No No No No Yes Yes Yes No
FICO 600 600 600 573 600 600 600 600 573 600 600
Refi Yes Yes Yes Yes Yes Yes No Yes Yes No Yes
Low doc No No No No Yes No No Yes No No No
Non-trad No No No No No Yes No No No No No
Pearly 0.0196 0.0228 0.0376 0.0247 0.0288 0.0196 0.0241 0.0617 376.0 0.0522 0.1136




Table 8: ABS Data Variable Names and Definitions

Variable Description
cash Cash-out refinancing indicator
cltvnow Current mark-to-market combined LTV (percent)
cltvorig Combined LTV at origination (percent)
doc Full loan documentation indicator
educ Zip code level share of high-school (or less) educatesbps
ficoorig Credit (FICO) score at origination
frmnow Current 30-year FRM rate (percent)
frmorig 30-year FRM rate at origination (percent)
hhincome  Zip code level average household income (dollars)
hpvol House price volatility (percent, 2-year standardialgon HPA)
indnow Current fully indexed rate (6-month LIBOR plus maxgdercent)
indorig Fully indexed rate at origination (percent)
invhpa Cumulative house price appreciation if nonownepetdent)
kids Zip code level child share of population
Ingwind Mortgage past rate reset period indicator
lofico Credit score< 600 indicator
loqual Risk layering of leverage and low doc (CLTV¢ 95 and=dbat orig)
mratenow  Current mortgage interest rate (percent)
mrateorig ~ Contract rate at origination (percent)
nonowner  Not owner-occupied indicator
oil Change in oil prices since loan origination (percent)
origamt Loan amount at origination (dollars)
piggyback Second liens recorded at origination indicator
pmi Private mortgage insurance indicator
pmt Current monthly payment5% larger than original indicator
ppnow Prepayment penalty still in effect indicator
pporig Prepayment penalty at origination indicator
proptype Single-family home indicator
pti Payment-to-income ratio at origination (percent)
race Zip code level minority population share
refi Refinancing (including cash-out) indicator
rstwind Mortgages in reset period indicator
unempnow Change in unemployment rate since originatiorcée)
unorig State-level unemployment rate at origination (petg
Table 9: ABS Data Sample Averages, 2000-2004
2000-2004 2004 2005
Origination Active  Default Prepay Origination  Origination
cash 0.57 0.57 0.52 0.59 0.58 0.54
cltvnow 81.91 73.59 66.10 0.0 83.76 84.90
cltvorig 81.91 83.15 81.61 79.81 83.76 84.90
doc 0.70 0.69 0.74 0.7( 0.66 0.64
dti 38.99 38.87 39.09 39.18 39.41 40.07
educ 0.36 0.37 0.38 0.34 0.37 0.37
ficoorig 610 616 582 605 616 619
frmnow 6.28 5.75 5.75 5.7 5.88 5.85
frmorig 6.28 6.03 6.89 6.67 5.88 5.85
hhincome 43,110 42,421 39,116 44,945 43,007 42,379
hpvol 3.38 4.15 3.20 4.78 3.91 4.57
hpvorig 3.38 3.41 2.52 3.46 3.91 4.57
indnow 8.52 9.06 9.51 9.17 7.90 9.81
indorig 8.52 8.06 10.06 9.0% 7.90 9.81
invhpa 1.63 1.14 231 2.39 0.55 0.16
kids 0.27 0.27 0.27 0.27 0.27 0.27
Ingwind 0.00 0.09 0.20 0.11 0.00 0.00
loqual 0.05 0.07 0.03 0.03 0.09 0.12
mratenow 8.22 7.73 9.95 8.81 7.32 7.56
mrateorig 8.22 7.72 9.95 8.87 7.32 7.56
nonowner 0.08 0.09 0.10 0.07 0.09 0.08
oil 0.00 26.96 54.47 53.35 0.00 0.00
origamt 118,523 119,569 89,096 121,636 136,192 148,320
piggyback 0.08 0.11 0.05 0.04 0.14 0.23
pmi 0.27 0.24 0.35 0.31 0.19 0.23
pmt 0.00 0.04 0.03 0.0( 0.00 0.00
ppnow 0.73 0.67 0.36 0.3 0.73 0.72
pporig 0.73 0.74 0.75 0.71 0.73 0.72
proptype 0.87 0.88 0.90 0.86 0.87 0.86
race 0.31 0.30 0.32 0.31 0.31 0.31
refi 0.68 0.67 0.64 0.7( 0.65 0.60
rstwind 0.00 0.02 0.06 0.04 0.00 0.00
unempnow 0.00 -4.50 13.47 2.9 0.00 0.00
unorig 5.58 5.69 5.06 5.49 5.63 5.06
No. obs. 3,654,683 2,195,233 183,586 1,275,8641,267,866 1,794,953




Table 10: ABS Data Default Hazard Function Estimates, 2000—2004

Subprime 2/28 Subprime 3/27 Subprime FRM

Purch Refi Purch Refi Purch Refi
constant 7.519 4143 | 5.819  -0.842| 7.826 3.213
cltvorig -0.032 0.002| -0.010 -0.008 -0.027 -0.011
mrateorig 0.325 0.273 -0.786  -0.067| -0.255 0.159
pporig 0.033 0.115 -0.329 0.056| 0.157 0.439
unorig -0.023 -0.040 | -0.028  -0.043] -0.080 -0.091
indorig -0.270 -0.358 | -0.136° -0.145 — —
ficoorig -4.388 -4.88T | -4.084 -2.32I | -4.874 -4.386
doc -0.185 -0.378 -0.012 -0.272 | -0.27r -0.194
nonowner 0.557 0.281 | 0.883  0.35I" | 0.540 0.431
piggyback 0.287 0.286° | 0.300 0.287 0.133 -0.329
cash — 0.016 — 0.087 — -0.110
proptype 0.143 0.031 0.167 0.060| -0.128 -0.025
loqual -0.039 -0.112| 0.031  -0.331] -0.215 0.561
invhpa -0.032 -0.012 | -0.064 -0.015| -0.030 -0.011
origamt 0.298 0.115 | 0.489  0.234 | 0.480 0.148
kids 0.317 0.249| 1.304 -0.635 0.521 -0.695
race 0.690° -0.302 0.182  -0.082| 0.593 -0.324
educ -0.439 -0.125| -1.40r  -0.376| -0.075 0.227
cltvnow 0.030 0.008 | 0.019 0.025 | 0.036 0.028
mratenow -0.031 0.044| 1.07r 0.376 0.468 0.109
ppnow -0.156 -0.056 0.148  -0.084| -0.141 -0.320
rstwind -0.239 -0.150 0.100 0.143 — —
Ingwind 0.139 0.059| 0.683 -0.027 — —
hpvol -0.034 -0.038 | -0.046 -0.029| -0.064 -0.037
unempnow 0.007 0.009 | 0.005 0.004 0.000 -0.003
indnow 0.291 0.369 | 0.217  0.234 — —
hhincome -0.575 -0.256' | -0.758 -0.223| -0.872 -0.222
oil 0.002 0.000[ 0.001 -0.001] 0.006 0.005
pmt 0.525 -0.149| 1.478  0.707 | 1.144* 0.393
pmi 0.075 0.174 | 0.212 0.074| 0.31r 0.160
frmorig -0.105 0.105 | -0.3100  -0.025| -0.209 -0.198
frmnow -0.124 -0.179 0.054 0.109| 0.181 0.113
dti 0.005 0.009 | 0.009 0.007 -0.002 0.006
lofico -0.151 -0.056 | -0.256° 0.056| -0.085 0.128
InL -140,135  -297,353 -30,071 -50,544 -36,574 -170,927
No. obs. 1,095,227 2,015,104 241,511 373,976 324,431 1,582,146

Table 11: Deed-registry data Percentage of Foreclosures and Sa\stage

# ownerships| foreclosure % sale %

1990 46,723 4.79 29.63
1991 48,609 2.18 31.56
1992 57,414 1.33 32.10
1993 63,494 1.17 32.63
1994 69,870 1.07 33.81
1995 65,193 1.05 35.79
1996 74,129 0.87 37.30
1997 79,205 0.77 38.32
1998 89,123 0.59 39.09
1999 90,350 0.74 39.75
2000 84,965 0.90 39.74
2001 83,184 0.82 36.09
2002 86,648 0.88 30.70
2003 88,824 1.09 23.12
2004 97,390 1.75 15.60
2005 95,177 2.19 8.49

2006 80,203 1.34 4.00

2007 48,911 0.07 1.36




Table 12: Deed-registry data Summary Statistics by Vintage

Initial cltv minority % (zip code)| Median income (zip code) condo % | multi-family % | subprime purchase %

median %> 90 | median mean | median mean mean mean mean
1990| 0.800 2254 | 8.52 14.59 54,897 57,584 19.41 10.21 0.00
1991 | 0.800 2420 | 7.98 13.39 56,563 59,784 17.08 7.69 0.00
1992 | 0.800 26.05| 7.76 13.00 56,879 60,217 15.02 7.89 0.01
1993 | 0.849 3047 | 7.77 13.33 56,605 59,714 14.77 8.86 0.10
1994 | 0.872 3290 | 7.98 13.79 55,880 58,848 14.87 10.15 0.39
1995| 0.874 3529 | 8.26 14.49 55,364 58,089 16.01 10.97 0.43
1996 | 0.871 35.22 | 8.25 14.22 55,364 58,076 16.98 10.41 0.91
1997 | 0.850 33.87 | 8.26 14.39 55,358 57,864 17.64 10.59 1.92
1998 | 0.850 3341 | 8.25 14.20 54,897 57,394 18.90 10.40 2.56
1999 | 0.850 33.28 | 8.63 14.88 54,677 56,742 20.15 11.11 2.43
2000 | 0.824 31.67 | 8.65 14.96 54,402 56,344 21.55 11.17 2.43
2001 | 0.850 3442 | 8.63 14.98 53,294 55,524 21.34 11.46 2.89
2002 | 0.820 3232 | 9.14 15.25 53,357 55,672 22.63 11.14 3.88
2003| 0.850 3447 | 9.14 15.51 53,122 55,337 22.68 11.20 6.86
2004 | 0.866 35.68 | 9.66 16.42 52,561 55,017 24.48 11.85 9.99
2005| 0.899 39.40 | 10.19 17.07 52,030 54,231 28.29 11.83 1481
2006 | 0.900 4165 | 9.92 17.10 51,906 54,326 28.09 10.80 12.96
2007 | 0.900 4162 | 9.92 16.64 53,122 55,917 29.95 8.54 3.95




Table 13: Massachusetts Subprime Lender Originations 1999—-2007

Lender #total  # purchasg Lender #total  # purchasg Lender #total  # purchase
originations  originations originations  originations originations  originations
2007 2004 2001
Summit 1,601 1,584 Option One 3,767 3,129 Option One 2,660 1,111
Option One 360 358 New Century 2,991 2,507 New Century 1,263 323
Equifirst 195 195|| Freemont 2,895 2,461 Ameriquest 1,984 296
New Century 149 149| Argent 2,200 2,068| Citifinancial Services 1,040 140
Freemont 108 107| Fieldstone 1,131 1,028 Freemont 748 317
Accredited Home 75 74| Accredited Home 1,014 820 Household Financial Corp. 548 61
Argent 73 73| Mortgage Lender Net 972 536 Wells Fargo Finance 467 43
Aegis 54 53|| Nation One 946 927| Argent 457 66
Wilmington Finance 46 43| WMC 888 586 || First Franklin 367 251
Nation One 44 44| Long Beach 812 685 Meritage 349 333
Total 3,021 2,956| Total 23,761 18,481 Total 15,308 4,595
2006 2003 2000
Mortgage Lender Net 2,489 2,310 Option One 3,157 2222 Option One 2,773 1,000
Summit 2,021 1,948 New Century 1,694 1053 Ameriquest 2,047 287
Freemont 2,016 1,978 Freemont 1,519 1089 Citifinancial Services 1,275 112
New Century 1,978 1,942 Ameriquest 1,288 436/ New Century 1,251 336
wMC 1,888 1,860|| First Franklin 922 917|| Freemont 773 267
Option One 1,616 1,552 Argent 836 536|| Household Financial Corp. 761 55
Accredited Home 1,006 986 Mortgage Lender Net 802 38[l Long Beach 470 289
Argent 640 626|| Accredited Home 636 428 First Franklin 464 407
Southstar 632 624 Fieldstone 585 430| Mortgage Lender Net 464 36
Equifirst 598 564 Citifinancial Services 459 7Q Argent 437 48
Total 18,211 17,489| Total 17,988 11,062 Total 15,870 3,982
2005 2002 1999
Option One 4,409 4,152 Option One 2,822 1502 Option One 2,828 1013
Freemont 3,927 3,678 Ameriquest 1,713 526/ Ameriquest 1,929 229
New Century 3,125 2,906 New Century 1,261 443 Citifinancial Services 1,303 108
Argent 2,253 2,195| Freemont 1,071 595 New Century 1,273 340
wMmC 1,846 1,681|| First Franklin 657 622 Freemont 738 233
Accredited Home 1,601 1,498 Citifinancial Services 656 97 Household Financial Corp. 728 47
Long Beach 1,599 1,551 Mortgage Lender Net 627 170 Wells Fargo Finance 478 26
Summit 1,588 1,44Q| Argent 606 166|| Mortgage Lender Net 452 44
Mortgage Lender Net 1,494 1,211 Wells Fargo Finance 411 2]f Long Beach 413 202
Nation One 969 959| Accredited Home 358 184 Argent 410 38
Total 28,464 26,128| Total 15,296 6,459 Total 16,161 3,852




Table 14: Estimates of Foreclosure Hazard Using deed-registry data

1990-2007 Sample | 1990-2004 Sample | 2000-2004 Sample

Coef  Std. Err. Coef  Std. Err. Coef  Std. Err.
initial LTV -0.27 0.19 -1.40 0.22 -0.82 1.71
LIBOR (6-month) 1.96e92 1.39¢ % || -3.09¢ 7?2 1.52¢92 0.18 0.11
unemployment rate 474692 6.00e% || 5.03¢ 2 6.14¢ % || 7.70e7?2 5.24¢ 3

% minority (2000 zip-code) 9.23¢% 1.03¢ || 1.09e%2 1.20e % || 6.30e?® 4.31e 9
median income (2000 zip-code)-1.60e %  1.82¢7% || -1.71e % 2.05e¢ % || -6.90e % 1.03e™%®

condo indicator 0.33 0.05 0.44 0.05 -1.19 0.35
multi-family property indicator 0.54 0.05 0.54 0.06 -0.24 0.20
subprime purchase indicator 1.99 0.06 1.21 0.19 1.70 0.21
# observations 3,005,137 2,365,999 813,802

Table 15: The outcomes of S&P RMBS ratings, 1978-2004. From “Ratirap3itions 2004: U.S. RMBS Stellar Performance Continu&etdrecords,”
Standard and Poor’s, January 21, 2005.

#rated Upgrade Downgrade Default

AAA 6,137 - 0.5 0.07
AA 5,702 22.4 3.6 0.5
A 4,325 16.2 1.3 0.7
BBB 4,826 111 2.0 1.2
BB 2,042 17.9 2.3 1.4
B 1,687 141 4.1 3.1

Table 16: Standardized Elasticities from Estimates Using deedstggdata

1990-2007 | 1990-2004 | 2000-2004
(+/-) std. dev.| factor change factor change| factor change
in hazard in hazard in hazard
Unemployment rate (+) 2.06 1.10 1.12 1.17
% minority (2000 zip-code) (+) 19.58 1.20 1.24 1.13
Median income (2000 zip-code) (—) $24,493 1.49 1.53 5.60
Multi-family indicator . 1.72 1.72 0.79
Condo indicator . 1.39 1.55 0.30
Subprime purchase indicator . 7.32 3.35 5.47




Figure 1: Twelve-Month Default Rate on Subprime Mortgages
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NOTE. Figure shows the percent of loans that default within 12 tim®of origination, by month of origination, from Jan.
1999 to Dec. 2006, from the ABS data.

Figure 2: FICO Distribution of Subprime Mortgage Borrowers
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NOTE. Figure shows distribution of subprime loans by credit sarorigination, by month, from January 1999 to Decem-
ber 2007, from the ABS data.



Figure 3: Evolving Underwriting Characteristics on Subprime Mogga. Source: LP ABS data.
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Figure 4: Default Characteristics on Subprime Mortgages by Month idi®ation. Source: LP ABS data.
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Figure 5: Twelve-Month Default Rates on Loans with Risk Layering

(a) FICO Scores
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NOTE. Figure shows the percentage of loans that default withim@&ths of origination conditional on three risk factors,
by month of origination, from Jan. 1999 to Dec. 2006, from &&S data. Panel (a) gives results by owner occupancy,
panel (b) gives results by loan purpose, and panel (c) gasdts for loans with non-traditional amortization schiedu



Figure 6: Effect of CLTV on Default and Interest Rate
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NoOTE. Figure shows graphically the results of the models esé@that Table 3.



Figure 7: Vintage Simulations Using ABS Data
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NOTE. Figures show actual and simulated cumulative defaults ffimel) and prepayments (bottom panel) for the 2004
and 2005 vintages of loans. The simulations assume pedessi§ht about house prices, interest rates, oil priced, an
unemployment rates.



Figure 8: Effect of House Prices on a Generic 2/28 in the ABS Data
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NOTE. Figures show the probability in monthof default (top panel) and prepayments, conditional oniging to month

t — 1 for a generic hybrid 2/28 subprime mortgage as describeaieT7; the dynamic variables follow their 2004 to
2006 trajectories, except for house prices, which are fatreio their 2004 to 2006 trajectories or to their 2006 to&00
trajectories. The model used to produce the estimates ¢sided in the text.



Figure 9: Massachusetts House Prices and Foreclosure Rates, Ja988@rio December 2007
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The foreclosure rate is calculated at a quarterly frequefteg numerator is the total number of foreclosures
in MA in a given quarter and is obtained directly from the VéariGroup data. The denominator is the

number of residential parcels in a given year, where a pasadtfined as a real unit of property used for

the assessment of property taxes, and a typical parcelstsmdia plot of land defined by a deed and any
buildings located on the land. Information on parcel coistsbtained from the Massachusetts Department
of Revenue. Finally, house prices are calculated using tseGhiller weighted, repeat-sales methodology,
using data from the Warren Group.
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Figure 10: Estimate of Baseline Hazards
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Figure 11: Estimated Effect of Equity on Foreclosure
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Figure 12: 2004 Subprime Purchase Vintage Simulations
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Figure 13: 2005 Subprime Purchase Vintage Simulations
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Figure 14:

HPA and the Cost of Insuring Subprime-backed Securitiesrc®@o Haver Analytics and Markit.

T

S&P Case-Shiller 20-city’
|

|
|
l 0
|
| 20
|
ABX-HE, 06-01-BBB— 40
|
l 60
|
| | 50
l W 100
| NABX-HE, 06-01-AAA
! ! ! ! | ! ! ! ! | ! ! !
Ql Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3

2006 2007 2008

ABX (inverted scale)



Figure 15: Bank C’'s 2006 Estimated Relationship between HPA and Deéngy and Cumulative Losses. Source: Bank C.
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