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Summary

We discuss four different approaches to the estimation of sector

weights for the CreditRisk+ model from German real-world data.

Using a sample loan portfolio, we compare these approaches in

terms of the resulting unexpected loss risk figures.

Introduction

The CreditRisk+ model in its general sector analysis formulation

assumes the presence of common independent systematic risk

factors that influence the default rates of all obligors in a given

credit portfolio in order to incorporate default dependencies. The

levels of implicit default correlation depend on volatilities of the

risk factors and on the factor loadings, also called risk factor

weights, of the obligors. We discuss different estimation methods

for these model parameters from historical macro-economic data

and investigate the empirical differences concerning the resulting

loss distribution and the risk measures (e.g. unexpected loss / 

credit-value-at-risk) using a sample portfolio. 

To avoid unnecessary complexity, we assume a one-period calcu-

lation for a given portfolio of K corporate obligors using N syste-

matic risk factors (sectors) and an idiosyncratic risk factor for a

time period of one year as introduced in Chapter 2. For multiple-

period calculations (hold-to-maturity) see [3]. 

In the following sections we assume given parameters αk for each

random scalar factor Sk, such that the respective second para-

meter βk of the gamma distribution, see Chapter 2, for sector k is

then determined by 1
βk :=        .

αk

When parameterizing from observable risk factors one could

choose 1
αk :=                .

var [Sk]

(recall that EE [Sk ] ≡1). If the risk factors are not directly observable

the choice of the αk values leads to N additional degrees of free-

dom (since there are N systematic risk factors). This topic is

addressed later in this chapter. 

1. Methods for the Estimation of the Risk Factor 
Weights

1.1 Plain vanilla industry sectors as risk factors

An obvious approach that is motivated by the choice of countries

as risk factors in [3, A.7] is to introduce a separate risk factor for

each industry within a given country. This is a common approach

in real-world applications that allows a straightforward choice of

the risk factor weights: each obligor A is allocated to the risk factor

kA that matches his industry classification best, i. e. 

wAkA := 100%,      ∀k ≠ kA : wAk := 0% .

Since the respective industry classification is quite easy to obtain

either from the obligor’s data stored in the usual databases of fi-

nancial lending institutions or from publicly available sources,

the simplicity of this approach with respect to an IT-based data

providing process seems very appealing. 

However, the CreditRisk+ model assumes the risk factors to be in-

dependent, and within most countries, this will most probably not

be a valid assumption for the different industries. For instance,

we have analysed macro-economic data provided by the German

federal statistical office (Statistisches Bundesamt) and found cor-

relation coefficients of about 80% between pairs of the annual his-

torical default rates within different West German industries in

the years 1962 – 1993.1 In the empirical section the consequences

of neglecting these industry default rate correlations will be ana-

lyzed. Therefore, such a simplified approach might lead to signi-

ficant underestimation of unexpected losses. A sample result

illustrating this fact is presented later in this chapter. 

We now discuss different alternatives for the estimation of risk

factor weights that incorporate correlations between industries.

1.2 The approach of Bürgisser, Kurth, Wagner and Wolf

Bürgisser et al. [2] developed an approach that incorporates cor-

relations between the risk factors, see Chapter 9. The authors cal-

culate the standard deviation of total portfolio losses assuming

correlated risk factors (denoted by σX,corr below) using the follo-

wing formula (cf. [2, Eg. (12)]or 9.11)): 

σ2
X,corr = Σ σ2

kEL2
k +   Σ corr(Sk, Sl)σkσlELkELl + Σ pAv2

A (1)
k k,l^k≠l A 

where corr(Sk,Sl) denotes the correlation between two distinct

sector variables. 

The total portfolio loss distribution is then calculated using the

standard CreditRisk+ algorithm for the given portfolio data under
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number of given industries, which we denote by J below. When

choosing this parameter, it should be kept in mind that for a 

higher number of abstract risk factors, the accuracy of the resul-

ting risk factor weights is also higher in terms of the implicit cor-

relation structure represented by these weights.2

Our algorithm works basically as follows:

Algorithm 1. PCA approach for CreditRisk+

Input: positive semidefinite covariance matrix MC of dimension J x J
1: Calculate the eigenvalues and the corresponding eigen-

vectors (column vectors) of the covariance matrix MC

2: Build diagonal matrix MD containing the eigenvalues
3: Build Matrix ME containing the eigenvectors as columns
4: Choose the number N of systematic risk factors
5: Truncate the matrix of eigenvectors to the number of 

systematic risk factors by deletion of the eigenvector 
columns having the smallest associated eigenvalues, 
also delete the columns and rows of these eigenvalues 
from MD (final result of this operation: J x N matrix ME

and N x N matrix MD)  
6: Incorporate idiosyncractic risk factor by adding a co- 

lumn to ME and a column of zeros as well as a row of 
zeros to MD (result: J x (N+1) matrix ME, (N+1) x (N+1)
matrix MD)

Output: risk factor weight matrix ME, risk factor variances as 
diagonal elements of MD.

The input covariance matrix MC is estimated from the given cor-

relations and the given volatilities of the industry default rates.

The diagonal matrix MD contains the eigenvalues of MC, and each

column of the matrix ME contains the eigenvector associated with

the eigenvalue in the corresponding column of MD. These matri-

ces satisfy the property 

MC = ME x MD x (ME)T (2)

where (ME)T is the transposed matrix of eigenvectors and x
denotes the usual product of matrices. 

The number of systematic abstract risk factors N is determined

by analyzing the eigenvalues of MC first and choosing N depen-

ding on these eigenvalues. For instance, a single large eigenvalue

indicates that only one systematic risk factor explains most of the

systematic risk in the economy specified by the given industries’

data. 

In the next step (cf. line 5) the risk factor allocation based on the

chosen number of systematic risk factors is derived by deletion of

the columns from the matrix of eigenvectors ME that correspond

to the J – N smallest eigenvalues in MD. These eigenvalues are

also removed from MD by deletion of the respective row and co-

lumn vectors. 

After this construction of the matrices MD and ME the resulting

covariance matrix MC can be checked in analogy to (2) to validate

the assumption of one systematic risk factor S1. The parameters

of the Gamma distribution for S1 are calibrated such that the 

resulting standard deviation of portfolio loss σX obtained by 

application of the standard CreditRisk+ model matches the stan-

dard deviation specified in (1):

After calibrating S1, the desired unexpected loss figures can be

computed from the output of the standard CreditRisk+ algorithm,

e. g. the unexpected loss at the 99th percentile level (denoted by

UL0.99). 

For a sample portfolio, Bürgisser et al. reported a higher standard

deviation of about 25% concerning the total portfolio loss, and the

corresponding unexpected loss at the 99th percentile level was

about 20% higher compared with the results obtained by using

the approach from Section 1.1. 

This approach is very interesting for real-world applications, 

since it directly incorporates the observed correlation parameters

into a transparent and easy-to-implement calibration process, and

no additional information or modelling assumption is required.

However, from the perspective of the model-theoretic assump-

tions, it has to be kept in mind that the resulting distribution of

total loss from the given portfolio is not obtained under the as-

sumption of correlated risk factors, but merely a distribution that

has the same standard deviation as the total losses that result from

the portfolio if the risk factors are correlated. In other words, this

avoids the problem of using correlated risk factors in the 

CreditRisk+ calculations in an appealing way, but e. g. the percen-

tile figures calculated by the calibrated one risk factor approach

might not be very precise, and nothing is known about the true

level of unexpected loss. 

1.3 The approach of Lesko, Schlottmann and Vorgrimler

In Lesko et al. [6] we have proposed the estimation of risk factor

weights by principal component analysis (PCA), see e. g. [7] for a

comprehensive introduction of this method. The basis for this ap-

proach are abstract, independent risk factors (as assumed by stan-

dard CreditRisk+) which explain the evolution of default rates 

within the different industries. All obligors that have the same in-

dustry classification are assumed to share the same risk factor

weight within this industry. 

The first goal for the risk factor weight estimation under these as-

sumptions is to identify appropriate independent risk factors. Se-

condly, the influence of these risk factors on the respective in-

dustry (and therefore, on the obligors that belong to this industry)

has to be estimated. The PCA method provides a framework that

allows the simultaneous identification of independent risk factors

and the calculation of the corresponding risk factor weights.

Using this method, the abstract risk factors and their influences

on the respective industry are obtained directly from the volatili-

ties between default rates in the considered industries and the cor-

relations between these default rates. In general, the number of

systematic risk factors can be chosen arbitrarily between 1 and the

σX=σX,corr.

The material is taken from: Grundlach, M. / Lehrbass, F. (Eds.): CreditRisk+™ in the Banking Industry, Springer Finance, Heidelberg, 2004,S. 249-258. © Springer, Heidelberg.
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the calculated risk factor allocation parameters: 

MC = ME x MD x (ME)T (3)

In line 6, an idiosyncratic risk factor is included by adding a co-

lumn to the truncated matrix of eigenvectors ME such that the

sum for each row of the resulting matrix ME equals 1. Moreover,

an additional row of zeros and an additional column of zeros for

the specific sector have to be added to the truncated matrix MD.

Then, the final output of Algorithm 1 is the resulting risk factor

weight matrix ME (each row i contains the risk factor weights of

an obligor belonging to industry i ∈ {1, ... , J}) and the matrix MD

containing the volatilities of the risk factors as diagonal elements.

We consider the following sample correlation matrix in our calcu-

lations below: 

The values in Table 1 reflect typical correlations between histori-

cal default rates of selected industries in West Germany. Obvio-

usly, the historical default rates are highly correlated, which un-

derlines the criticism concerning the approach described in sec-

tion 1.1 that neglects the correlation between the risk factors. 

Assuming three abstract risk factors, an application of our ap-

proach based on principle component analysis on a small portfo-

lio consisting of three obligors yields the results shown in Table 2.

There are different possible variants of our approach, since the 

given volatility of the historical default rates within the industries

can be respected either by the calibration of the risk factor weights

or by the calibration of the abstract risk factors’ parameters αk,βk.

Both variants lead to the same standard deviation of total losses

from the portfolio, but the resulting unexpected loss figures are

different in general, cf. the corresponding remarks by Gordy [5].

We followed the first path and assumed fixed parameters of the

Sk random scalar factors in our above example, which lead to the

shown calibration of the risk factor weights. 

1.4 Single risk factor for the whole economy

Compared with the second and the third approach, which are mo-

tivated by mathematical considerations, the following approach is

suggested by empirical observation of historical macro-economic

default rates. As already mentioned in the above sections, the sta-

tistical analysis of historical default rates within German indus-

tries yields correlations of about 80% and above. Using the 

CreditRisk+ approach of abstract background risk factors, this

suggests that there is only one systematic background risk factor

Industry Agriculture Manufacturing Construction Trade Trasportion Services

Agriculture 100% 70% 95% 94% 50% 96%

Manufacturing 70% 100% 72% 84% 90% 78%

Construction 95% 72% 100% 95% 45% 98%

Trade 94% 84% 95% 100% 64% 96%

Transportion 50% 90% 45% 64% 100% 51%

Services 96% 78% 98% 96% 51% 100%

A Industry pA σA νA wA0 wA1 wA2 wA3

1 Construction 1.2% 0.9% 1,200,000 5.0% 67.7% 22.4% 4.9%

2 Trade 0.4% 0.3% 3,200,000 23.4% 70.9% 6.1% -0.4%

3 Construction 2.8% 2.0% 400,000 5.0% 67.7% 22.4% 4.9%

Table1: Sample correlations between industry sectors in Germany

Table 2: Input data for a sample portfolio using PCA output

(e. g. the general state of the German economy) that influences

the default rates of all German obligors uniformly.3 Under this as-

sumption, a single risk factor approach seems appropriate, the

risk factor weights of all obligors are assumed to be wA1 ≡ 100%,

and the free parameter of the single risk factor is obtained e. g. by

calibration of β1 according to an observable variance of the 

German all-industries corporate default rate. 

This is a straightforward approach that is somewhat similar to the

approach described in section 1.1, but this time, the implicit er-

ror moves the unexpected loss results into the opposite direction:

the above choice of the risk factor weights and the calculation of

a standard deviation for the single risk factor is similar to an im-

The material is taken from: Grundlach, M. / Lehrbass, F. (Eds.): CreditRisk+™ in the Banking Industry, Springer Finance, Heidelberg, 2004,S. 249-258. © Springer, Heidelberg.
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plicit correlation between the default rates of 100% for each pair

of industries, so this leads to an overestimation of the portfolio

risk if the true correlation is lower, and this is e. g. the case for the

historical West German data. In other words, this approach ig-

nores possible diversification by investing in different industries.

Moreover, if the correlation structure between industries is in-

homogeneous, the accuracy of the CreditRisk+ calculations under

this approach might not be appropriate. 

In the next section, we compare the empirical results for a sam-

ple portfolio by application of the different approaches discussed

so far.

2. Empirical Comparison

We now apply the four approaches of sector weight estimation for

real-world data described in the previous sections to a typical Ger-

man middle-market loan portfolio consisting of 1000 obligors

within the six industry sectors shown in Table 1. The sum of net

exposures of all obligors is approximately 1,000,000,000 EUR,

whereas the individual net exposures (νA) are between 1,000 EUR

and 35,000,000 EUR. The mean default probability of each obli-

gor is in the range of 0.1% u pA u 8%.

The results of the CreditRisk+ model calculations depending on

the chosen risk factor weight estimation approach are shown in

Table 3. We use EL as an abbreviation for expected loss, SD for the

standard deviation of total portfolio loss, and ULε is again the un-

expected loss at the confidence level ε.

Looking at the different results depending on the chosen method

of risk factor weight estimation, the first observation is that the

choice of industry sectors as risk factors yields significantly lower

measures of risk. This is due to the fact that the correlations bet-

ween the industry sectors are ignored in this first approach of risk

factor weight estimation, while the correlations are in fact signi-

ficantly positive as shown in our example from Table 1. Hence,

this approach truly underestimates the risk in our example and

also in any other case where the correlations between industry

sectors are all non-negative. 

Approach Description EL SD UL0.99 UL0.999

1 Indurstry sector -> risk factor 21,365 15,080 49,370 75,894

2 Bürgisser et al. 21,365 19,441 66,195 104,231

3 PCA 21,365 19,445 68,963 112,450

4 Single systematic sector 21,365 19,844 67,936 107,328

Table3: Comparison of CreditRisk+ results for real-world portfolio

In contrast to that, the results of the other three approaches are

quite similar concerning the standard deviation as a first risk mea-

sure. The standard deviation of the second and third approach is

approximately the same, while the corresponding risk measure of

the fourth approach is slightly higher. This is a result that is con-

sistent with our considerations in the preceding sections, since

the Bürgisser et al. and the PCA approach respect the pairwise

correlations between the industry sectors that are <100% between

different sectors in Table 1 while the single systematic sector ap-

proach ignores this diversification possibility. Hence, the latter ap-

proach overestimates the standard deviation. 

The results concerning the ULε values are somewhat more diffe-

rent: the PCA yields the highest values. Comparing the second

and the third approach, the result is not surprising, since there is

a difference between the parameter estimation based on calibra-

tion of the standard deviation by Bürgisser et al. compared with

the PCA transformation of the risk factor weights. The more in-

teresting observation is that the ULε value of the single systema-

tic sector approach (which overestimates the risk in general) is lo-

wer than the corresponding ULε value of the PCA approach.

A more detailed analysis reveals that the difference lies in the dis-

tinct risk factor weight estimation procedure. To achieve a higher

default rate volatility (and therefore, higher default correlations)

an important choice can be made within both the estimation of

the risk factor weights and the estimation of the default rate vola-

tilities: either higher default rate volatilities or higher risk factor

weights can be chosen.4 In our sample calculations, we have cho-

sen a standard deviation of σ1: = 0.72 for the single systematic risk

factor (fourth approach) while we assumed a default rate standard

deviation equal to 1 in the PCA approach. The choice of a higher

default rate volatility leads to a higher ULε in many cases, and this

effect even increases for ε −> 1, see also the corresponding results

obtained by Gordy [5]. Hence, this is the main reason for the dif-

ference between both approaches concerning the percentiles

computed by CreditRisk+. 

Finally, to illustrate the differences between the two simplest me-

thods of risk factor estimations presented in the previous secti-

ons, the two probability functions of portfolio loss are displayed

in Figure 1, and their tails are shown in Figure 2. All loss values

on the x-axis are in millions of euros. 

The material is taken from: Grundlach, M. / Lehrbass, F. (Eds.): CreditRisk+™ in the Banking Industry, Springer Finance, Heidelberg, 2004,S. 249-258. © Springer, Heidelberg.
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Clearly, the probabilities of large losses are higher for the fourth

approach (cf. the tail of the dotted line in Figure 2). Hence, the

corresponding risk measures are higher than its counterparts cal-

culated using the first approach of risk factor weight estimation

(cf. the solid line in Figure 2). 

Figure 1: Comparison of probability function of portfolio loss for 
the first approach (solid line) and the fourth approach
(dotted line)

Figure 2: Comparison of the tail probability function of portfolio
loss for the first approach (solid line) and the fourth 
approach (dotted line)

3. Conclusion

In the previous sections, we have discussed different alternative

methods of risk factor weight estimation for CreditRisk+.5 Sum-

marizing our remarks and the empirical results obtained for a

West German middle-market loan portfolio, the influence of the

correlations between industry sectors should not be neglected.

Moreover, we have pointed out that there is a degree of freedom

in the joint estimation of risk factor weights and parameters of

the systematic risk factor random variables, which can lead to sig-

nificant differences concerning the tails of the resulting portfolio

loss probability distributions. This degree of freedom and its con-

sequences are an interesting point for future research activities. 

From an application-oriented point of view, the use of a single sys-

tematic sector approach of risk factor weight estimation seems to

be a good choice in many cases where banks hold portfolios of ob-

ligors that mainly depend on the state of a single economy (e. g.

firms operating in one country). Besides general economic con-

siderations, this is supported by our analysis of historical default

rates in West Germany. 

Moreover, from our point of view, the approach by Bürgisser et al.

and the PCA approach are well-suited for credit portfolios that are

diversified at least over two different countries not depending

strongly upon each other concerning their state of the economy. 
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